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To our friends, teachers and students



Preface

Vertrouwen hebben is goed, in controle zijn is beter!
Confidence is good, but to be in control is better!

La confianza está bien, ¡pero el control es mejor…!

La información suele ser buena, ¡la realimentación es esencial!
Information is important but feedback is essential!
Informatie is belangrijk, maar feedback is essentieel!

Our journey to write a general introduction to control and feedback started with the
realisation that in our chosen field of study the proponents have taken little time to
project the main ideas outside the community of the initiated. We are constantly re-
minded of the fact that there is no general awareness of control engineering, or con-
trol technology, despite its ubiquity when we try to introduce ourselves as control
engineers. Invariably this leads to A what engineer? response. We suspect that most
control engineers do not even try to introduce themselves as such. It certainly is a
poor communication starter.

Colleagues, friends, collaborators often ask rather natural questions like So, what
do you study in control? Is there a non-specialist introduction to the field? Can I read
something to get a feel about this field of systems theory? What questions do you try to
answer? What are the key results? In reply we can point to a wealth of technical litera-
ture, rooted in mathematics, quite acceptable to some engineers or mathematics gradu-
ates, but rather too formidable a hurdle for most. Our apologetic replies, complemented
with the odd reference to the history of the field or some systems philosophy, invari-
ably raises eyebrows, and evokes surprise, disbelief and disapproval.

But how do you write about a theory of everything that is applied everywhere?
Clearly abstraction is the way, but abstraction with precision is for engineers (like we
are) a one way street into mathematics.

The task appears too hard. Certainly we can easily understand why so little has
been done in trying to make control theory and control engineering more widely
accessible. Indeed, excuses are all too easy to find.

� Someone else, better qualified, should/will do it.
� Our peers will disapprove of our sloppiness, and others may find the material still

too forbidding. It is a laudable quest, but one with more opportunity for failure
than success.

� We possibly cannot do this justice, the field is just too big, and still too rapidly
moving, too immature. The whole idea is better postponed.

� Doing research is more important, there is so much that still needs to be done,
and can be done, and at least in doing research we are pushing the boundaries of
knowledge.

Yet, with the encouragement of a few friends, and we would like to single out Petar
Kokotovic in particular, and the generous support of our families, we finally ran out
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of excuses and challenged ourselves sufficiently to start writing about control, for
everyone. Not because we are convinced that we can do this well, but rather because
it does matter. Control theory and control engineering is instrumental in the engi-
neered world, and feedback is as fundamental in our natural world as in our techno-
logical world. Feedback and control deserve a larger audience.

How and Where This Book Was Written

Our book project stretches out over 5 years, and progressed like two steps forward,
one backward, two steps forward, one backward. Talking with our common friend,
Karl J. Åström about the way to reach young people (kids, grandsons, children) with
complicated matters, we found a challenging book The Way Life Works (Hoagland
and Dodson 1995) showing it was possible to transmit key concepts with simple lan-
guage. The authors of this book use a lot of illustrations, which we were not able to
do, but the idea was caught and we started to work on it.

Concentrated periods away from our daily duties (research, teaching, management,
the usual stuff, all in the familiar environment) were essential to bringing this book
to life. We spent weeks at a time, locked away from friends and family and colleagues.
In unfamiliar scholarly scenarios, liberated from the internet and mobile telephony,
we could focus on writing, and rewriting, but most importantly criticizing our work:
“Of course there is too much mathematics”. “No, this is far too sloppy”. “You cannot
possibly see the subtle points that we ought to make here”. “How on earth can any-
body understand what we want to say here?”. “Clearly this goes far too deep”. “Sorry
but this is too superficial”. “There is no substance left here”.

Thus, we needed to constantly challenge ourselves that the book is intended for
everyone, as it all too easy to slip back into our familiar territory. In this sense, we
are grateful to a number of high school students and some of our own second year
students who voluntarily read some chapters and provided invaluable feedback. As
a matter of fact, we introduced additional examples and further explanations after
the pre-reading of these young “collaborators”. Thanks to Miguel, as well as Sergio,
Carmen, Tamara, Pablo, Miguel Angel, Felix, Saul, Ismael, Pura, Alvaro, Mercedes and
many others.

In this way, we spent time in Melbourne, Valencia, Prague, Seville, Singapore, San
Diego, Athens and finally Melbourne again to put the capstone down. To our friends
who hosted us, the most unsociable collaborators ever, we owe a great debt of grati-
tude. Thank you.

What to Expect

If you expect to find elegant mathematics, unambiguously stating what control is all
about, and what its great achievements are, do not continue any further. You can lay
the book down right now. We have abandoned any attempt for precision, generality
or completeness. Brevity excludes both precision and generality, and our lack of knowl-
edge makes it impossible to be complete. Despite the fact simplicity wins over preci-
sion, we never try to mislead either, where precision matters and details lack, it will
hopefully be apparent. Our main aim, though, is to provide intuition, and motivation,
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and convey some of the beauty of the key ideas as well as the impact of the engineer-
ing achievements. If we perhaps excite a few to go on and read or study the technical
literature, that would be a welcome bonus.

If you expect to find no mathematics at all, sorry we will disappoint you too. We
valiantly did try to eliminate most mathematics, but clearly control and systems theory
is a mathematical field. Its generality demands all the abstraction mathematics can
muster, and to rip it all out, would be to destroy its very heart. The use of mathematics
is really limited, and most of the text does not rely on it at all. In a few places we did
not shy away from the occasional equation, and mathematical expressions, but most
of that can either be skipped or glanced over in a first reading, and normally they are
accompanied with text to explain what the equations say. For those, though, who get
excited as much as ourselves, and are willing to master the ideas behind signals and
systems, or even push its boundaries, some mathematical sophistication and compu-
tational expertise will have to become a part of life. The journey is not without effort,
but the rewards are substantial.

It is our intention that most of the book should be accessible with a basic under-
standing of typical high school calculus. Also, hopefully it is sufficiently self-contained
to allow the reader who wishes to skip the more mathematical bits, to do so and go
on with the narrative without penalty. We will let you be the judge.

Besides ideas, we also want to illustrate through examples some of the technology,
what it is capable of, and where it has been applied and where it is headed. After all
creating technology is what engineers1 do.

How to read this book

Essentially our exposition is a narrative using intuition and simple examples to con-
vey what matters, and what does not in this field.

You can read the different chapters almost in a random way. In each one of them
you will find (we hope) suggestive ideas without the need of much background. Nev-
ertheless, the ideas have been developed in a particular order that we believe will
make it easier to follow the narrative. The first chapter is similar to a summary of the
book, the content of which is worked over in the following chapters. Some of the “re-
viewers” preferred that we first define a concept and then illustrate it through ex-
amples and applications. We decided against this early on in the book, in Chap. 3 to
be precise, and walked through a number of different examples where the presence of
feedback and control is of undisputed importance.

The introductory Chap. 1 develops a feel for the generality of the field, and estab-
lishes some common vocabulary. In some sense, most of the ideas and concepts are
repeated and largely described afterwards. The examples, used here, are revisited from
different angles throughout the remainder of the book. At the end of this chapter, like
at the end of every chapter, there is a section highlighting the main points and pro-
viding hints for further reading and study.

1 The word engineer comes from the Latin ingenerare, a word that can be translated as to create.
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In Chap. 2, the idea of analogy is developed, both for signals and systems. Analo-
gies are in our opinion at the heart of the abstraction so pervasively used in the study
of signals and systems. The aim is to convince everyone that it is actually possible to
build a meaningful theory of everything, applicable to anything, as long as the limi-
tations are clear. Analogy is certainly not exclusively the domain of systems theory. In
fact, the notion of analogy is rather more common in psychology and the social sci-
ences as a methodology to progressively extend concepts from a simple setting to a
more complicated yet in some sense analogous scenario.

In Chap. 3 we describe some processes where feedback and control are essential.
The engineered examples we have chosen are a manufacturing process for ceramic
tiles, a car wash, a large scale distribution system for irrigation water and a radio
astronomy antenna. We concentrate on what is measured, how this information is
used to decide what to do next, and how decisions are then executed and determine
the future behavior of the process. If sensing, reasoning, computing, deciding and
actuation are done automatically, we are dealing with an automatic control system. If
control is reacting to measurements, feedback is at work. Many human-made control
systems are inspired by nature and feedback is prevalent in all natural processes. In
the human body, all homeostasis is feedback-based. Most psychological and social
processes directly or indirectly use the advantages of feedback.

The two basic ingredients we need to understand feedback are signals and
systems; signals, because feedback must measure before it can take action, and
systems because feedback is used to influence their behavior. Moreover, both in-
gredients are interlaced: whenever we refer to systems we refer to something that
can create or modify a signal. In Chap. 4 signals are presented. What is a signal?
Which properties do they have? How can we represent them? How do we process
them? As usual, we use suggestive examples to communicate the message, but every-
one will be able to identify a large number of signals in their direct environment:
sounds (music, noise, birds chants), sensations (temperature, humidity, light, smell)
and many other physical or physiological quantities (force, speed, displacement,
weight, humor, tiredness, concentration). As quantitative reasoning is at the core of
feedback, the topic is after all approached from an engineering discipline point of
view, the mathematical representation of signals play an important role. Some math-
ematics is used. Nevertheless, the narrative and the reasoning is never based on
mathematical formalism.

Central to systems theory and to feedback is the concept of models. The aim of
Chap. 5 is to present the basic ideas and tools used in dealing with systems and their
models. A model is a convenient representation of a real process of interest, conve-
nient will often mean “it computes”. We mainly consider simple examples to illustrate
the power of modeling. We briefly discuss how to arrive at a model and pay some
attention to structural properties.

Some basic system properties that matter in a feedback context, namely stability,
sensitivity and robustness are presented all too briefly in Chap. 6. These concepts
are the subject of much and rigorous research. In fact there is no end to studying
systems theory. After all it is the theory of everything, so job security will never be an
issue. In particular when dealing with large scale or complex systems the theory is
really in its infancy.
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Chapter 7 deals with the central topic of the book. At this point in the book, most
of the ideas about feedback have already been introduced and here, the advantages
and disadvantages of feedback are (re)visited and summarized. It will transpire that
feedback can be used as an advantage to change the behavior of systems in a dramatic
way, despite the fact that it actually imposes constraints on the realm of possibilities.

It is important to emphasize that some form of control or feedback is at work in
any system that performs well. The control subsystem and the possible structures for
interaction with control are the topics in Chap. 8. Here you will read about the many
different ways in which control can interface with a process, and how it alters the
usefulness and capability of control. We will lead you to the conclusion that the best
performance can be achieved when process and control are considered together, in an
integrated way, from the very beginning of design.

Technology is an important driver in the development of feedback, and in turn
feedback is a major driver of technology. The different components that make up the
control subsystem, sensors, communication, filters, actuators, computers and their
software are presented in Chap. 9. This chapter introduces some of the present hard-
ware and software options available to implement control. No doubt, the content of
this chapter will soon belong to the realm of archeology.

Conception, design and testing come next. There are a number of design and vali-
dation methods supported by computational tools available to approach control de-
sign. Some of them are outlined in Chap. 10. The variety of models, goals, constraints
and signals involved in control design make it impossible to enumerate all the op-
tions. There is still much more work to be done in this arena. Control design requires
a lot of creativity and ingenuity, and there is no single recipe for success. Moreover,
despite the fact we indicated that the correct approach for control is to conceive it
from the onset as part of the problem of overall system design, there are actually no
rigorous developments in engineering design along this route (at least as far as we
know).

Obviously, we believe that feedback and control matter a lot, and indeed offer a lot
to society. In Chap. 11, some of these benefits are highlighted. We hope that you will
identify many other benefits. In fact, the purpose of the whole book is to lead you to
realize how much can be obtained by means of an appropriate use of feedback and
control, and how much has been implemented, so that this hidden technology2 will
become clearly exposed. To be balanced, we do also point out some of the risks asso-
ciated with feedback, but when you get this far through the book you will be well-
equipped to decide on such matters for yourself.

Our journey into control concludes in Chap. 12 with a look towards the unpredict-
able future. Some trends are clear. Some immediate evolutionary technology is easily
guessed, but we also present some bolder predictions. The future is open and we will
be excited if some of our readers decide to contribute to expand further on the joy of
feedback3.

2 Directly quoting Karl Astrom, an excellent teacher, researcher and practitioner and a great advo-
cate for control. We always enjoy to be in touch with him.

3 Quoting Petar Kokotovic, a friend, an inspiration and a great leader in control and feedback.
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Reading paths. You can follow the formal path, reading chapters sequentially as pre-
sented, or you can follow an easier path: start from 1 to 3 and jump to the last two
chapters, to get a more informal flavor. Then, go to Chap. 8 to 10 where some math-
ematics ar used but are still very simple. Finally, Chap. 4 to 7 introduce some concepts
where mathematics are “unavoidable” to better understand their meaning.

By the way, each chapter is illustrated by a picture trying to summarize the essence
of the concepts of that chapter. We are most grateful to Arturo for his excellent work
in capturing in a simple image our engineering lingo.

Pedro and Iven

October 2009
Melbourne

The authors with two sources of inspiration: The Athens’ Parthenon (2008) and a sinusoidal column
in Prague (2005).
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Chapter 1

Introduction

Open a window and look at nature.
You may not see it but control is there.

Control and feedback are truly everywhere and touch all of us. They play a crucial role
in both the natural and the engineered world. In fact neither nature nor our engineered
world could possibly function without feedback. Yet, despite its prevalence we are of-
ten totally unaware of its presence. It is often said that control is a hidden technology,
which is not such a bad thing for a technology, however it is not very good for the self-
esteem of its engineers.

Intuitively, feedback is usually understood as receiving comments or suggestions
about an action we have performed. In our scenario, feedback is information obtained
from a system1 used to change its behavior. Feedback is at the heart of

� a thermostat, a device that regulates or controls the temperature in a room or house
using the central heating and/or cooling unit. Thermostats are also found in most
cars, ovens, freezers and refrigerators, and of course hot water units.

� a toilet flush, a control mechanism that ensures that the toilet gets flushed, and that
the toilet cistern is automatically refilled to a set level. Similar mechanisms are used
in irrigation canals, and wherever a fluid level needs to be regulated.

� a cruise controller, a device that more or less keeps the car traveling at a constant
speed as set by the driver, despite variations in the inclination of the road. More
advanced, but in a similar vein, is the auto pilot used in aircraft to fly from way point
to way point and the auto rudder used in ships to maintain a given heading. More
generally, the functionality of modern cars and jetliners, including their safety, criti-
cally depends on control.

� the Copenhagen metro, a light rail network where the cars are automatically and
centrally controlled without the need for a driver in each train.

The following anecdote may serve to illustrate just how hidden control technology
is. In the early eighties it was quite common to thank the pilot for a smooth landing
with applause. One morning flying into Paris, the pilot was thanked in the usual way
for an outstanding landing. Promptly the captain came on the public address system
not to thank the passengers but to inform them that it was the auto-pilot that had
performed the landing. The applause was well-deserved.

1 This term will become clear, but for the time being, a system is just a collective term to denote an
instance of either a process, a physical machine or an instrument, anything that can process informa-
tion in one form or another.
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In nature, feedback is at the core of

� homeostasis2, a term used to refer how in living organisms critically important vari-
ables are kept within acceptable limits; such as our body temperature or our blood
glucose level for example.

� the Earth’s hydrocycle; how water evaporates, then condenses into clouds, moves
around the globe, precipitates to the Earth, and flows back to the oceans, its main
reservoir.

� prey-predator behavior, or how a predator species feeds on its prey and therefore
depends on that prey’s survival for its own survival. Most ecologies depend on feed-
back to maintain the balance of the species in the ecology.

In nature, just like in the engineered world, control and feedback are essential to
maintain life just the way we know it (Hoagland and Dodson 1995). From single cells
to the complex ecology of our entire planet, from the grandfather clock to a modern
jet liner feedback plays a critical and important role in maintaining functionality.

In this chapter we introduce some of the ideas this book will deal with. A central
issue is the notion of feedback and that is where we start. All the concepts are intro-
duced in an intuitive manner, without being very precise, but they are here to make
certain that we establish a common (technical) vocabulary. Each concept is explored
further in later chapters, and we provide references to go well beyond the material of
this book.

1.1 Feedback

Probably the first meaning that comes to mind for feedback is feedback as in giving or
receiving feedback. Parents provide feedback to their children in order to achieve a
desired behavioral outcome. As consumers we are constantly asked to provide our opin-
ion on the level of service we have received or in how much we are (dis)satisfied with
a particular product. Medical doctors provide feedback to their patients to assist the
natural healing processes. In a university, students are asked to provide feedback to the
professors about the quality of the instruction they have received. Presumably, the feed-
back will allow the teachers to improve the course offering and achieve better student
learning outcomes as well as student satisfaction in the next course implementation.

What is important in this context is the direction of the flow of information. In order
to provide feedback on teaching, the students have to observe or experience the teacher first.
This experience is then communicated, fed back to the teacher. The teacher then interna-
lizes the information, and uses it to adjust the course material and presentation style for
the next batch of students. The presence of a directed information loop is the defining char-
acteristic of feedback; without the closure of the information loop there is no feedback.

The direction associated with the information flow is of course related to causality.
First comes the experience of the teaching, then this experience is communicated to the
teacher, next the teacher interprets this and reacts with improved lectures. Somewhat

2 From Greek, literary to keep the same state.
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unflatteringly expressed, feedback is always re-active and hence it is always too late. An
event or error or action has to occur before feedback can lead to a re-action. Despite this,
feedback is immensely powerful and is typically of central importance in understanding
any behavior where feedback occurs, and that is almost every behavior we can think of.

1.2 Block Diagrams, Systems, Inputs and Outputs

We will find it very useful to visualize the information loop associated with feedback
in a so-called block diagram. We will make extensive use of block diagrams through-
out the book.

For the student-teacher example we just discussed, we may use the block diagram as
represented in Fig. 1.1. Both the teacher and the student are represented by a separate box.
The defining feature of a box in a block diagram is that a box can take actions (e.g. the
teacher provides lectures, results, and assessment tasks). Also, when we observe a box, or
take measurements from it, we obtain information about its possible actions (e.g. we may
observe the teacher’s command of how to project his/her voice during lectures). Both,
actions and observations are indicated by an arrow leaving a box. The arrow leaving a
box indicates that information has been extracted from it. We refer to these as outputs.
Further, a box can receive information, or an input and this is indicated by an arrow
directed into it. In particular, a box may produce an action in response to an input; but
not all of the output has to be initiated by or be in response to an input. The teacher
may deliver a marked assignment in response to the received assignment, but most of
the lecture material is not in response to student input, although some invariably is. An
output of one box can be an input into another box, as is clearly the case in Fig. 1.1.

When we identify a closed path or a cycle in the block diagram, we know that feed-
back is present.

The boxes in a block diagram are normally referred to as systems, or subsystems,
and the entire block diagram is interpreted as the system of interest.

Block diagrams are a very useful tool to visualize a system, or a part of a system of
interest. They provide us with a window, a point of view on a system. Any one system
of interest may have a few different block diagrams associated with it, depending on
what information we may be interested in, or which signals we want to include. A block
diagram captures and communicates to the viewer how (sub)systems interact as well
as what we find important.

Fig. 1.1. Feedback loop: student-teacher interactions

1.2  ·  Block Diagrams, Systems, Inputs and Outputs
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The overall behavior of the teacher-student interaction will also depend on other
information, coming from the environment in which the student-teacher interaction
takes place. The teacher will need to plan the teaching in order to meet the curriculum
requirements, and will need to satisfy the accreditation board that the expected stan-
dards are met. Likewise peer pressure and self study time will play an important role
in how much progress the student makes in the class. This other information is also
indicated in the block diagram Fig. 1.1, by arrows coming from nowhere into the blocks.
These signify external signals, coming from other systems not identified, and loosely
referred to as the environment. At times it may be useful to indicate information ex-
tracted from the system that is available to the system’s environment. Such is repre-
sented by arrows leaving a box pointing to nowhere in particular. So it may be per-
ceived that the block diagram in Fig. 1.1 is but a small subset of a potentially much
larger block diagram considering many other interactions, and further feedback loops.

Consider as another example Fig. 1.2 which captures the feedback that is present in
a generic toilet flush system.

Here we have four boxes or (sub)systems that we focus on: the inlet valve, the water
cistern, the outlet valve and the float. To be more complete we could have also consid-
ered the water supply, the water bowl and the drain. How the outlet valve is operated
has been left out of the picture, it could be either manually operated or by means of a
proximity sensor. What we measure, or where we draw the boundary for the block
diagram is really our choice, it simply reflects the variables we are interested in. Here,

Fig. 1.2. Feedback loop: a simple toilet flushing mechanism
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in Fig. 1.2, we are interested in the water level in the water cistern, the inflow of water
and the outflow of water as well as the input given to the inlet valve from the float. The
inlet flow into the cistern is determined from the valve position and the available water
pressure, but we have chosen not to consider these aspects. We simply treat the inlet
flow as an input to the cistern as modulated by the valve. The feedback is executed
through the float. The float ensures that as long as the water level is below the desired
water level the inlet valve remains open. The details of how the inlet valve operates, the
mechanics of the float and how the outlet flow comes about could be of interest, but to
understand the overall working of the flush system they are actually of little concern.

There is also a second feedback loop inherent in the operation of the cistern: the
feedback from the outflow to the cistern. Indeed the outflow also determines the water
level in the cistern. This loop nicely illustrates the fact that the arrows in a block dia-
gram are about information, not material flow. If it were only the latter, clearly the only
arrow would be out of the cistern as outflow means just that, water leaving the cistern.
Nevertheless, the amount of water leaving the cistern determines together with the
inflow and the cistern shape the water level in the cistern; the information associated
with the outflow is required to determine the water level, hence the arrow from the
outlet valve back into the cistern.

The external inputs to the system are the water supply, assumed amply available, the
position of the outlet valve and the reference level, which is usually hidden in the input
valve mechanism. This is one of the important points in the use of block diagrams.
Precise knowledge of the internal workings of the separate subsystems in a block dia-
gram is (often) not required in understanding the overall working of the system cap-
tured in the block diagram.

A simple representation of the hydrocycle, illustrated in Fig. 1.3, reveals more gen-
erally how recycling in a material flow, not just water, implies feedback. In depicting a
block diagram for the hydrocycle we have distinguished three major water reservoirs,
the atmosphere, the oceans and the soil; as well as the water flows between them. This

Fig. 1.3. Feedback loop: the hydrocycle or how water is recycled on planet Earth

1.2  ·  Block Diagrams, Systems, Inputs and Outputs
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block diagram reflects that we are interested in water storage and water transport. Any
one box stores water, its inputs represent inflows, and its outputs represent water out-
flows. Clearly a lot is missing (for one, no amount of information about the flows will
reveal to us how much water there is actually in the reservoirs). The main energy source
driving all of this comes from the Sun, and this is indicated. To make the description
more complete we could further subdivide the land reservoir and consider both sur-
face water and ground water.

Collectively, inputs and outputs are referred to as signals. Signals vary with time,
they are functions of time. A block diagram therefore conveys primarily the idea that
a system acts on an input signal to produce an output signal (but remember this is not
the only way in which outputs arise). In mathematics this is often referred to as an opera-
tor. A convenient shorthand for this, (when we do not want to draw a picture) is to write

y= P(u)     or even simpler     y= Pu

This must be read or interpreted as follows: the signal y is the output of the system,
represented by the letter P, acting on the input signal, represented by the letter u. The
convention is to use lower case letters for signals, and uppercase letters for operators.

For example, we have precipitation (over land and ocean) (p
ℓ
, po) is a consequence

of the atmosphere A acting on evaporation e and transpiration x using the solar heat
input, say s. Similarly transpiration and run off r is a consequence of the land mass L
acting on the precipitation. Evaporation is the consequence of the ocean acting on
precipitation over the ocean and run off from the land mass. Including the solar heat
input, which affects all reservoirs, we have six signals e, p

ℓ
, po, r, x and s constrained by

three systems A, L and O3. All the signals are functions of time; e.g. the amount of pre-
cipitation changes from minute to minute. To emphasize this dependency, sometimes
we will write y(t). To be precise we need to be careful with how the signals are defined,
and explain the recipes involved in the operators.

Some care has to be taken using this notation, as systems can produce outputs with-
out the need for an input, and more often than not there may be many different outputs
for the same input, depending on the internal condition of the system. In the toilet
example the external inputs were summarized, in the hydrocycle only the solar heat
input is identified. There are many more signals that we have not included in the block
diagram. Deciding on what are the relevant signals in constructing a block diagram
depends on the purpose of the block diagram and the level of detail that is required.

1.3 More on Block Diagrams

Signals represent information. In systems theory we like to represent signals and sys-
tems in diagrams as in Fig. 1.3. Signals are represented by directed arrows. Systems
transform signals in some way and in block diagrams they are (mostly) represented by
rectangles.

3 Using this convention, the block diagram of Fig. 1.3 can be written down as follows: (p
ℓ
, po) = A(e, x, s),

(r, x) = L(p
ℓ
, s), and e = O(po, r, s).
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1.3.1 Recording Music

When recording music through a microphone (Fig. 2.2) all sources of audible sound (a
pressure wave in the air that elastically deforms air) in the environment will contrib-
ute to the signal that is actually being recorded through the microphone4. There is thus
an inevitable difference between the signal of interest (the music) and the actual re-
cording which is the signal after the microphone. To capture these differences a number
of words are used to distinguish the various signals. The music would be referred to as the
signal, the other sounds and the artifacts introduced by the microphone are referred to as
disturbances or simply noise. A very simple mathematical representation or model for the
measured signal is to view it as a sum of the music signal and the noise, like in Fig. 1.4.

Signals are represented by directed arrows. Systems or models transform signals in
some way and are represented by rectangles. When the transformation is but a simple
sum of signals, or a product we use a circle, in which the symbol + or × is centered.
The arrows that go with the signal indicate the flow of information in the picture. The
arrows make the notion of input and output for a particular block intuitively clear, the
input is a signal on which the system acts to produce the output signal. In the above
situation the flow of information is quite clear, the music sound and the noise are both
inputs, whereas the recorded sound is the output.

Another, more complete way of viewing the recording is to consider the whole re-
cording process as a system, where the music together with the other noises are inputs
and the measured signal is the output.

In Fig. 1.5, in the block with the label Perform, the signal is transformed from a
discrete or digital (D) representation to an analogue one (A). This operation is denoted
as Digital to Analogue (D/A) conversion. Here this is performed in a complex manner
by a musician. The block labeled Recorder executes the reverse process, the analogue
electrical signal and output from the microphone is transformed into a digital signal
that is recorded onto the disk. This is an Analogue to Digital (A/D) converter.

Inputs are free variables in that they are not restricted by the system to which they
are inputs. There is a choice of sheet music. The ambient noise can vary. The recording
system does not restrict the music or the noise, both are inputs to it. Output signals are

Fig. 1.4. Music corrupted by noise

4 Also, the microphone will not record all sound, as a minimum amount of energy is required in order
for the sound to be registered.

1.3  ·  More on Block Diagrams
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determined by the input signal(s) and the system. Once the music and the noise are
given, the microphone generates a particular electrical output signal. There is no free-
dom left in this output signal.

Of course, the input to one block may be the output of another. So when we say that
an input is a free variable, it must be clearly understood that the freedom is with re-
spect to a particular system under consideration.

For example the summation subsystem in Fig. 1.5 does not restrict the noise, nor
the music signal, both are inputs to the summation subsystem. The music sound is
determined as the output of the digital to analogue block, which takes the sheet
music as input and produces the music as output. Similarly the electrical output
signal from the microphone is input to the A/D converter that records the digital
signal onto the disk. The A/D converter should not restrict in any way the electrical
output of the microphone.

The block diagram in Fig. 1.5 reveals a hierarchy of systems, depending on the sig-
nals we are interested in. If we do not care for the noisy sound, or the electrical output
from the microphone, we have a system that relates the sheet music and the ambient
noise to the recorded sound. The hierarchy of systems, the zooming in and out in the
picture that is so displayed in the block diagram is one of the properties of block dia-
grams that make them such a convenient tool for thinking about and communicating
system ideas. It is of course possible to zoom in even further, and for example we could
unpack what system a microphone is in its own right.

1.3.2 Connected Water Tanks

Consider two water tanks arranged as represented in Fig. 1.6a. The net in(put) flow
into the first tank (which is the difference between the inlet flow fi and outlet flow fo)
will determine the water level in the tank h, as measured from the center of the outlet
opening. It is this level that determines the flow out of the tank, the higher the level the
higher the flow will be.

Fig. 1.5. Music corrupted by noise recorded with a microphone
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Similarly, the water level in the second tank is determined by the difference between
its inflow (which is the outflow from tank 1) and its outflow. The water level h2 in the
second tank determines the outflow from the tank.

A block diagram representing this situation is depicted in Fig. 1.6b. Notice the feed-
back in the block diagram.

It is clear that the second tank is not influencing the first, but its behavior depends
of course strongly on the first tank. This is an example of a cascade of systems, which
is reflected in the block diagram by the fact that the respective block diagrams of the
subsystems (tank 1 and tank 2) are in series: the output of the first system determining
the input of the second system.

1.3.3 Summary Block Diagrams

In general, block diagrams are composed of

� (labeled) blocks representing (sub)systems, that act on signals (inputs) and pro-
duce signals (outputs);

� directed lines, representing the direction of information flow; these are labeled by
the signals.

It is the tradition in drawing block diagrams that some special, frequently occurring
blocks that perform very simple operations, are often represented by other than rect-
angular boxes. Some examples are:

� a summation block, typically represented by a circle with a plus sign inside. A sum-
mation block’s output signal is the sum of all the input signals. The input arrows
into the summation block often carry a label + or −, if the label is + (or when no

Fig. 1.6. Two tanks: a physical schema, b block diagram

1.3  ·  More on Block Diagrams
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such label is provided) the input signal gets simply added, if the label is −, then the
negative of the signal is added to form the output.

� a multiplication block, also called a multiplier, typically represented by a circle with
a multiplication sign inside. A multiplier is a block whose output signal is the prod-
uct of its input signals. Input arrows into a multiplier can be labeled with + or − to
indicate if the signal or its negative respectively is used in the multiplication.

� a gain block or amplifier, typically represented by a triangle. The gain block takes
the input signal and multiplies it with a constant, the so-called gain of the amplifier.

Any other operation involving one or several inputs and providing one or several
outputs is usually described inside a rectangular box. If the output y is generated as the
result of the effect of two inputs, u1 and u2, through the operation represented as G, the
notation will be y=G(u1, u2).

We may identify the following special classes of signals:

� external input signals, an arrow into the block diagram, but which does not origi-
nate from the block diagram under consideration;

� external output signal, an arrow away from the block diagram, but which does not
terminate into the block diagram under consideration;

� internal signal, an arrow whose endpoints are connected to subsystems in the block
diagram.

External signals are said to connect to, or originate from the environment of the
block diagram. Internal signals are those signals whose cause (origin) and effect (conse-
quence) are linked to the systems in the block diagram.

Signals can connect to more than one block. When this occurs, we say that the di-
rected line representing the signal bifurcates.

It is possible for a signal to be both an internal as well as an external output signal.
Some more examples of block diagrams are given in Fig. 1.7.
In Fig. 1.7a, there are three blocks connected in series, from left to right. The block K

with external input u and with output connected into a summation which also has the

Fig. 1.7. Examples of block diagrams: a open loop; b closed loop
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external input d, the output from the summation leads to the block labeled G, with
external output signal y. The output y is bifurcated, carrying the same information to
two different elements in the environment, neither of which are shown in the figure. In
equation form, we may write that y=G(d+Ku) or in words, y is the output of block G
which acts on the input signal Ku+ d.

In Fig. 1.7b, there are three external input signals r, d and n, there are eight subsystems,
five blocks labeled as F1, F2, K, G, H and three summation blocks. The signals r and y are
bifurcated. The output signal y is both an internal and external signal. To write the rela-
tionships expressed by the block diagram in equation format, we consider the summation
points, from left to right: uf= K(F2r−Hy), and y= G(uf+ ub, d)+ n, where ub= F1r
or in words uf is the output of block K acting on the signal F2r−Hy, y is the sum of the
external signal n and the output of block G acting on the combined signal (uf+ ub, d).

1.4 Feedback and Dynamics

Feedback and causality are intrinsically connected and therefore time plays an impor-
tant role in understanding how feedback really works or does not work. Our earlier
examples may have given the impression that feedback is easy and always has a posi-
tive effect, but this is certainly not the case.

1.4.1 Feedback in the Shower

By way of example consider how we struggle to find the right water temperature in a
shower with a manually operated mixing tap (see cover figure in Chap. 7). The best
strategy is one of carefully selecting a mixing position, and to wait until the water
reaches a relatively steady temperature before adjusting the tap(s) again. Rapid ad-
justments (feedback) lead invariably to considerable water temperature oscillations
and showering discomfort.

What is the problem? Transport delay is the issue. Our correction of the mixing
tap(s) position depends on us experiencing the present water temperature. The water
temperature on our skin is however quite different from the temperature of the water
at the mixing valve due to the time it takes for the water to travel from the mixing valve
to our skin. Indeed under typical flow conditions for shower heads the travel time from
mixing valve to skin is much longer than the time it takes for us to react to an unpleas-
ant water temperature. If we quickly open up the hot water tap when the water is ex-
perienced as too cold, we will then experience the hot water after a minor delay. React-
ing, we quickly turn the hot water tap down, only to receive freezing cold water a little
later, and so on. Fast feedback creates unpleasant temperature oscillations. The solu-
tion is to slow down and to only incrementally adjust the mixing valve.

By the way, a thermostatically controlled mixer tap does not experience this prob-
lem as it measures the water temperature where and, therefore, when it mixes the hot
and cold water supply.

The problem gets even more interesting when various showers are connected to the
same hot water supply, as the dynamics of the distribution network and the users are
now interacting. When implementing feedback we need to respect the dynamics of the
interacting systems.

1.4  ·  Feedback and Dynamics
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1.4.2 Acoustic Feedback

The well-known phenomenon of acoustic feedback (see Fig. 1.8) can also be attrib-
uted to delay combined with feedback. A microphone placed in front of a speaker will
cause an unpleasantly loud whistling sound, the particular pitch of which is related to
the distance from the microphone to the speaker5 and the amount of amplification
that is placed in the sound feedback loop.

1.4.3 Boiler Water Level Control

A similar problem occurs when we try to automatically maintain the water level in a boiler
using something like the toilet flush mechanism. In a boiler as steam is being formed, the
water level will rise due to expansion but more importantly it will rise due to the forma-
tion of water vapor bubbles inside the water volume. Recall what happens when we put a
pot with milk on the stove. As soon as it starts to boil, the liquid level increases rapidly
although the amount of milk in the pot has not changed. In the boiler, as water evaporates,
the total amount of water will begin to drop. When the perceived water level is too low,
the feedback mechanism will add new, colder water. This cold water lowers the tem-
perature of the water in the boiler, therefore reducing the amount of water vapor and
hence shrinking the water volume. Surprisingly, this may result in a lowering of the
perceived water level despite the supply of water. This is precisely the opposite effect
of what was intended! A simple feedback based on the water level alone is not going to
provide the right water level response; a more complex feedback solution must be found.

In most circumstances, feedback requires a very thoughtful approach. Eliminating
feedback is certainly not the answer. In general, feedback requires systematic design in
order to guarantee a successful outcome.

Fig. 1.8. A feedback loop in trouble: transport delay induced unpleasantness

5 The distance determines both the delay, which is distance divided by the speed of sound, as well as
the loss in sound power between speaker and microphone.
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1.4.4 Birth and Death Processes

Consider a group of rabbits enjoying an unlimited food supply and no real predators.
In these utopian circumstances, the birth rate (percentage of new individuals in the
total population) will be larger than the death rate (percentage of individuals that die).
As a consequence this rabbit population will continue to grow.

This case exemplifies a positive feedback loop which leads to unlimited and forever
accelerating growth (an ugly prospect).

Assume now that the supply of food is constant, and that the birth rate is propor-
tional to the amount of food available to any individual. In this case as the population
increases the amount of food per animal decreases and so does the birth rate. At some
instant in time the birth rate will equal the death rate. At that moment equilibrium is
reached and the total population remains constant.

In this case, negative feedback is at work: an increase in the population (because the
birthrate is larger than the death rate) leads to a decrease in food availability, and hence
a decrease in the birthrate. Also, with a similar argument, a decrease in the population
will lead to an increase in the birthrate. We say that the equilibrium (birthrate equals
death rate) is stable, as a small deviation away from the equilibrium leads to a response
in restoring the equilibrium.

Often, negative feedback is associated with stable equilibria and positive feed-
back is associated with instability. Though in general, this is a too simplistic point
of view.

1.4.5 Manufacturing and Robots

The industrial revolution and its associated mass manufacturing of goods was enabled
by the steam engine. The safe operation of the latter is due to a simple feedback device,
the governor that regulated the speed. Unfortunately, the governor did not always work
well. In some situations, large speed oscillations occurred, that were very detrimental
to the downstream process the steam engine was driving. It appeared that this was due
to how the engine was interacting with the production line. There was no simple so-
lution. This problem lead to the first mathematical exploration of feedback in the mid
19th century. The economic importance of the problem was great and it attracted the
attention of such giants in the world of science and engineering as Maxwell (see Chap. 8
for a more in-depth discussion).

Since the early days of the industrial revolution, the continued mechanization of
manufacturing has been a major driver in the development of feedback. Today, manu-
facturing makes extensive use of robots, complex machines that execute repetitive
tasks in a flexible manufacturing cell. New challenges for feedback design appear in
the coordination of many robots. Also, the complexity of the robot motion in three
dimensional space, coupled with the relentless drive for higher throughput speed
combined with a need for high dimensional precision in the final product make even
the heaviest steel robots appear like vibrating flexible structures. The combination of
strength, speed, precision and flexibility in complex motion make for challenging trade-
offs requiring non-trivial feedback design. We have the utmost admiration for how
well elite gymnasts master this.

1.4  ·  Feedback and Dynamics
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1.4.6 Feedback Design and Synthesis

The examples may already provide the hint that despite the fact that systems naturally
contain feedback that it is not trivial to implement or engineer feedback properly.

Indeed feedback must be planned, and it must serve a particular purpose or objec-
tive, feedback for the sake of feedback is meaningless. Information on which to base
the feedback (remember feedback reacts on the fact that its purpose is not satisfied)
must be made available. This typically requires the provision of particular sensors that
measure whether or not the feedback goal has been reached. The information from the
sensors must be interpreted, and it must be clear how to impact the system under feed-
back so as to solicit a response towards satisfying the desired objective. This requires
a means of translating feedback information into action, through devices or subsystems
called actuators. All of these aspects do require design:

� What is the purpose of feedback, which objective has to be realized? Is it well-posed?
For example, a truck cannot drive like a Formula-1 racing car, nor can a Formula-1 car
be used to ferry a few tons of goods. Objectives must be matched with the available
resources.

� Can the objective be verified? Which sensors should be used? There is no point in
having an objective that nobody can measure or verify.

� How can sensor information be converted into action? Even if information is avail-
able, it must be sufficient to be able to decide on the next action, e.g. there is abso-
lutely no point in telling a student that the essay was bad.

� How should one act on the system? Which actuators are necessary? Is there enough
capacity (power, energy, force, …) to react adequately? Knowing what to do is good,
but can it be done?

We will deal with all of these questions, and more, in the sequel.

1.5 Systems, Causality, Stationarity and Linearity

Before attempting the synthesis of feedback loops, it pays to understand system behavior,
or to do some analysis of the dynamics of systems and feedback loops in particular.

System analysis goes via the signals that are associated with the system of interest.
Signals and systems always go hand in hand; signals are derived from observing sys-
tems through the use of (measurement) systems and systems are analyzed through the
signals they produce, see Fig. 1.9. If we are interested in signals themselves and more
importantly the information they carry, we may not care to analyze how these signals
are produced, as shown in Fig. 1.9a. For instance, if one is interested in the tide, there
is a lot one can do without asking the question what is the system that generates the
tide. One could simply study the motion over time, understand the maximum/mini-
mum value, the frequency, the height, the tidal power and so on. One could even har-
ness the tidal power and design a power converter, without immediately linking the
tide to the position of Earth relative to the Moon and the Sun.

If we are mainly interested in the systems that underpin the signals, we need to look
at the structure of the systems and how they interact, as shown in Fig. 1.9b. If you try
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to build an irrigation system what matters most is the infrastructure, the components,
their interconnection, their dimensions, the maximum forces they must withstand, not
necessarily the precise dynamical behavior of water in the channels. In general, though
both signal and system aspects are to be considered together.

Behavior

We use the term behavior6 for the collection of all possible signals that may be ob-
served from or associated with a system. Not all signals must be measured, even inputs
(signals that systems act on) and outputs (signals that are/may be observed) are not
always measured.

Not all the signals in a process are necessarily used in a block diagram, or system
description. For example we may content ourselves with a mechanical description of
the tide, using water flows and water levels, including the effect of the gravitational
forces, but we may completely ignore the salinity, pH, temperature and color of the
water. We determine the boundary of the block diagram, what is in, and what is out
(hence considered as a part of the environment).

In our discussion of the feedback in the shower, the temperature of the water in the
shower is clearly an output of the system. It is readily measured or observed, and it
obviously depends on the temperatures of the hot and cold water supply as well as on
the position of the mixing valve. The temperature of the hot water supply is an input,
as clearly the temperature of the supply water is not influenced by the shower. The
temperature of the water immediately after the mixing valve(s) is an output, but we
cannot observe this temperature in general. Similarly the water temperatures of the
hot and cold water supply are signals but they are not readily observed. The (acces-
sible) behavior of our shower may simply be the collection of all histories of tap po-
sitions combined with the corresponding histories of shower temperatures.

So far in this shower example we only focused on water temperature. A more com-
plete description must take water flow into account as well. In order to do so we must
also consider the water pressures. For example, we may include a water pressure for the
hot water supply and the cold water supply, and a water pressure in the mixing cham-
ber. These signals could also be included in the behavior of the shower, or we could say
that these are imposed from the environment.

Fig. 1.9. Signals and systems

6 The term was introduced by Jan C. Willems, a thought provoking and inspiring teacher.

1.5  ·  Systems, Causality, Stationarity and Linearity
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We could try to describe a system through its behavior. This is painfully impossible,
as typically the behavior contains infinitely many signals, and requires observations
over arbitrarily long periods of time7. Just imagine what it would take to observe all
possible signals (remember these are functions of time) associated with a shower, not
to mention trying to collect the behavior of an ecosystem. Though we cannot observe
the totality of a behavior, nevertheless partial observations of the behavior is all we are
ever going to get from a system. As a consequence, we will happily make hypotheses
and provide descriptors for the total behavior based on our partial observations, that
is after all the scientific method.

Despite their impossible generality, behaviors are important tools to understand
system properties such as causality, stationarity and linearity. They provide us with the
best opportunity to lay an axiomatic basis to systems theory.

Causality

A system is causal when for any signal in the behavior the future cannot influence the
past of the signal. Because in our discussions signals are functions of time, causality is
an all too natural a property. It is indeed not conceivable that the presently experi-
enced shower temperature could possibly depend on future positions of the water taps.
Indeed, our shower is a causal system.

Stationarity

A system is said to be stationary if for any pair of input/output signals that belongs to
its behavior, a time shifted version of these signals also belongs to the behavior. For
our shower (system) this more or less translates to saying that the experience of taking
a shower does not depend on what day of the week that shower was taken (we are
talking about water tap positions and water temperatures).

Linearity

A system or behavior is linear if the linear combination of signals in the behavior is
also in the behavior. More elaborately, a linear combination of two input signals links
with an output signal that is obtained by the same linear combination of the output
signals associated with the specific inputs under consideration.

A linear combination of signals consists in operations that involve scaling (as in
multiplying with a constant) and adding signals.

Clearly the shower system is not linear. Indeed we cannot even contemplate a
linear combination of signals as the tap positions are obviously limited to lie some-
where between fully closed and fully open. So arbitrarily scaling tap positions is out
of the question. Moreover for most taps, the valve characteristics are notoriously

7 There is a notable exception, the class of systems described by so-called automata. At their core digital
computers are automata, for which there are only finitely many possibilities and the behavior is hence
countable.
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nonlinear, the effect of opening a tap a little depends very much on how much flow
is going through the opening already. Nevertheless, for any given position of taps,
with a corresponding shower temperature, small changes in the tap positions will
result in small changes in the shower temperature. These small changes will typically
follow a linear relationship.

These observations hold quite generally. Most systems are indeed not linear, but for
minor variations around some particular signal in the behavior, linearity will hold true.

Despite the fact that most systems are nonlinear, much of systems, feedback and
control theory is nevertheless concerned with linear systems. Indeed most design and
synthesis is performed using linear systems. Linearity enables efficient computation,
and even nonlinear systems are typically approached from a computational point of
view as a set of many linear systems. Linearity is an extremely simplifying property. It
makes analysis and (feedback) synthesis so much easier. It is therefore invariably the
place to start. Moreover, as will become clearer, often feedback provides a means of
ensuring that linearity holds as a good approximation.

The System State

A very special class of signals, is the so-called state  of a system. A state is a collection
of signals, such that knowledge of the present value of this state combined with the
present and future of the input signals provides us with enough information to be
able to specify what the future is going to be. In other words, a state summarizes the
relevant past.

For example in the toilet example, the water level in the cistern is a state signal.
Indeed with this information and the future valve positions we can predict the future
evolution of the water level.

A state (there is no the state for a system) is often not easily accessible, or directly
available for measurement. It is however a most convenient vehicle to model and ana-
lyze a system with. Indeed, any simulation or computation of system behavior requires
the construction of a state, as it amounts to having enough information for enabling
a simulation.

Full knowledge of a state for a system is rather special, a rare event really, and be-
cause it contains all the information we need to know about the system (apart from the
present and future input signals) to predict the future it provides us with enormous
opportunity for control and feedback.

In the context of systems that describe the physical world, the concept of state can
be most readily associated to a system’s reservoirs for energy or materials. More ab-
stractly, even if we do not have a physical concept of energy to relate to, the history of
a system’s response can function as a state.

These concepts will be developed further in Chap. 5.

1.6 Models

In general, obtaining a behavior for a system by collecting all possible input/output
pairs of signals compatible with the system is an impossible task. We have to find a
more compact way, something that can be communicated more easily. Nowadays we

1.6  ·  Models
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typically attempt to describe the behavior, and hence the system, through means of a
computer program. In principle the algorithm could express a rule that allows us to
decide when a particular signal belongs to the behavior or not. Even that is hard, and
models often only provide a recipe to describe a behavior that supposedly represents
the physical behavior of interest. The task of obtaining such a rule or algorithm is
called modeling.

When discussing how to obtain equations or models for a system, it helps to focus
on the process from data to model, that essentially underpins this. It is a manifesta-
tion of the scientific process: data is gathered and a model is nothing but a hypothesis
consistent with these data. The unattainable collection of all possible data that can be
derived from a system is its behavior. Our observations are by necessity a sub-collec-
tion from the behavior. In this rather simple and very general set theoretic frame-
work, the basic ideas about modeling and the hierarchy of models and systems are
reasonably clear. We will not explore this in depth, but it helps to keep in focus a
number of concepts.

The rules are in general called models. A model is more powerful by the amount
of input/output signals it is able to exclude and provides a better description of
the behavior. Often we have to settle for approximate models, models that neither
capture all the possible signals, nor exclude all those that should have been exclu-
ded, or that describe them only in some approximate manner, say to within measure-
ment error.

Models do not have to be presented as computer programs. Programs are only the
present convenient technology for unambiguous communication. For example the
famous model by Kepler8 for the behavior of planets in our solar system consists of
three sentences9:

1. The orbit of a planet is an ellipse with the Sun in a focus of this ellipse.
2. A line segment joining the planet to the Sun sweeps out equal areas in equal times.
3. The square of the period of revolution around the orbit is proportional to the cube

of the length of the minor axis of the ellipse.

This powerful model, incorrect as it may be, allowed Newton later to formulate the
laws of gravity. From a control point of view, this is a rather boring model, as there is
absolutely nothing we can do about it: it has no inputs. Of course, it embodies impor-
tant knowledge if you want to launch some object into our solar system, or want to
understand the tide.

As another example of a model, Newton10 formulated his Laws of Motion of rigid
bodies using three sentences. From Newton’s laws of motion we can derive Kepler’s
model, and hence Newton’s laws form a more powerful model for the motion of plan-

8 Johannes Kepler, 1571–1630, German mathematician and astronomer. He studied at the University of
Tübingen and lectured at the University of Linz.

9 This example is adapted from J. C. Willems’s work (1997).
10Isaac Newton, 1643–1727, English physicist and mathematician, one of the greatest minds of all time.



21

ets. Even from a control point of view, there is absolutely nothing boring about Newton’s
laws of motion.

1.6.1 Modeling

The most common way to deal with signals and systems is to represent them by models,
and our models are invariably biased by our interests, or the actual purpose we have
for the model. The latter is always the place to start, without a clear purpose any mod-
eling exercise is doomed to fail (because you cannot tell if you have succeeded or not).

Modeling requires consideration of aspects such as:

� What is the model for? What questions need answers?
� What physical principles are at work?
� Is there already a computer algorithm that must be verified? What can be challenged?

Is there a preliminary model that needs refining? Is there a very complex model that
needs to be simplified?

� Is there a conceptual block diagram? What variables matter? Which are less impor-
tant? Can the block diagram be challenged?

� What experiments are required to identify missing information? What experiments
are feasible?

� What signals are needed? What can we expect (range, repeatability, stationarity,
randomness)?

Once the signals of interest are identified, their measurement process requires
attention, and its purpose is subserviently linked to the ultimate purpose of obtaining
the model. In particular, the following issues should be taken into account:

� What should be measured? Is a direct measurement feasible, or is the signal of in-
terest to be inferred from measurements? How reliable is this inference?

� How well should various signals be measured?
� What sensors are required? Determine the range, and accuracy and the response

speed of the sensors. Is redundancy required?
� How reproducible are the measurements? Are all the relevant aspects captured?
� Are the measurements dependent? Is there redundancy? Can the measurement

process be calibrated independent from the modeling task?

Despite the fact that modeling is as old as our desire to understand and rule the world,
modeling is still as much an art as a science, and experience plays an important role.

Perhaps surprising, perhaps not, many signals (even from totally different physi-
cal domains) and the behaviors of many systems are captured by the same or very
similar (computer) models. Of course, the physical reality, the variables, the param-
eters, the units and scales may all be different; but the essence of the behavior is not.
The fact that there is such analogy between different systems, provides a great oppor-
tunity for abstraction, and allows us to build a unifying framework for analysis and
synthesis of systems.

1.6  ·  Models



22 Chapter 1  ·  Introduction

1.6.2 System Interconnection

Systems typically comprise subsystems interconnected with each other (consider the
block diagrams!). To build a new system we may interconnect subsystems so that some
of the outputs of one subsystem become inputs to another subsystem, more generally
interconnection of systems simply means sharing of signals. A very simple intercon-
nection of two systems is to have the output of one system be the input to another system.
This is called a cascade or series connection. It is more interesting to create (feedback)
loops. In the case of feedback, some of the outputs derived from a subsystem will in-
fluence (through the feedback loop) some of its inputs, and hence the outputs.

It is intuitively clear that an interconnection of subsystems leads to a new behavior
that is constrained with respect to the collective behavior of the subsystems. By neces-
sity the interconnection imposes restrictions on some signals, where there were no
such restrictions before. Inputs are free signals, from the point of view of the system
to which they are inputs, but by virtue of an interconnection, some inputs are now outputs
from another part of the system, or shared, and hence no longer free as far as the inter-
connected system goes. So we can say that the collection of signals that are supported by
a feedback loop is less rich than without the feedback. Indeed a successful feedback
loop eliminates unwanted signals, and emphasizes the preferred behavior. In contrast
to this simplification, from an analysis point of view, feedback typically complicates
matters, but that is no excuse for not using it. Without feedback, more signals are free,
hence easier to understand. Of course, feedback also leads to more interesting behav-
ior and sometimes unexpected behavior, and that is precisely the joy of feedback.

1.7 The Basic Control Loop

The basic control loop consists of sensors to measure what matters and a capacity to
interpret the data and decide on an action, that is then implemented using some actua-
tor. It mimics very much the way humans or animals control tasks that they have in-
tended to complete: sense, interpret, act. Consider for a moment, by way of example, the
relatively simple control task you are performing right now, namely reading this text.

� The initiation for this activity, that is to have the intention, make the time and de-
cide to read this text have already been performed.

� Cognitive processes allow you to read the text, see the words and put them in context;
� Memory is activated to save some information, but more importantly to recall other in-

formation from your experience as triggered by the new information you are acquiring;
� Colored by emotion, intelligence allows you to interpret the reading based on your

previous knowledge and organize the new information, and store it for further use;
� Motivation urges you to continue reading, and to concentrate (blocking other sen-

sory inputs) and to persevere (well we hope so) and last but not least
� Your eyes, fingers and posture are coordinated to enable the reading at the desired

speed.

Not surprisingly, engineered control systems at least conceptually mimic much of
this structure and organization. Indeed, part of the study of control engineering is
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motivated by pure curiosity to better understand the marvels of human control and
communication. In the 1950s, Norbert Wiener11 proposed a nice, but no longer popular
word for this Cybernetics12. The dream of creating fully autonomous machines is still
a dream. Nevertheless, in some areas, control has been instrumental to deliver autonomy
of task execution, with incredible accuracy, reliability and repeatability.

The basic control (sub)system is composed of (see Fig. 1.10):

� Sensors and data acquisition systems (DAS). Sensors respond to physical stimuli
(heat, light, sound, pressure, magnetism, motion and so on) and record or transmit
a response. Typically they include transducers, that convert the sensed signal into
another signal domain, nowadays often in a digital format.

� Digital signal processors (DSP), perform scaling, filtering smoothing or any other
preprocessing function. They could be a stand alone component in the communi-
cation chain between the data acquisition system and the control computer, or be
incorporated as part of the latter, or as part of the former.

� Controller, a dedicated microprocessor or general purpose computer, with memory
to store the procedures, algorithms as well as data, equipped with communication
links for supervision, and/or (re)programming as well as receiving information from
the DAS and sending information to actuators. The control computer computes and
supervises the control actions. The algorithms either directly use or are based on
knowledge of the process model (the object under control), the signals, as well as
the objective of the control task at hand.

� Actuator, which receives the commands from the control computer, and transform
these, typically using additional power sources, into inputs that drive the process.

The brain of the control subsystem is the control computer, but the coordination
with sensors and actuators, based on a thorough understanding of the process under
control, is fundamental for the controlled system to perform as desired.

Fig. 1.10. Components of a basic control loop

11Norbert Wiener, 1894–1964, U.S. mathematician and engineer. He graduated from university with a
degree in mathematics at the age of 14. Obtained his PhD at the age of 18 from Harvard University.
He became a professor at MIT and laid the foundations for much of modern signal processing and
control theory. He is the father of Cybernetics.

12Cybernetics is a Greek word from “kybernetes” (from kybernan to steer, govern+English -ics) mean-
ing “steering a ship”: the science of communication and control theory that is concerned especially
with the comparative study of automatic control systems (as the nervous system and brain and
mechanical-electrical communication systems).

1.7  ·  The Basic Control Loop
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Control systems vary hugely in complexity. In primitive control systems the control
computer is nothing more than a connection between sensor and actuator, like the
float in the toilet flush mechanism, in other environments like controlling the world
economy it is the human-in-the-loop that decides on what is the next action. Nowadays
it is quite common that sensors, actuators and control computers are not co-located,
but communicate through a communication network or communication (sub)system
just like in the human control loop, the sensors, muscles and brain are connected through
the nervous system.

In some cases, the control can be performed based on the knowledge of the process
and the required goals, without using information from its actual evolution. In this
case, the control is performed in open-loop, hence without feedback.

1.8 Control Design

Synthesis of a control task always starts with the control objective. Is automation de-
sired, necessary, beneficial, essential? What purpose must be achieved? What are the
alternatives?

For example, we want a computer assisted brake in a car to achieve better safety, to
achieve less trauma on the roads.

A brake is of course an essential safety device in the car, so reliability will be of
the utmost importance. There is a lot of experience with sensing and actuation of
a brake, so we may decide to re-use these components and concentrate on how to
achieve better braking, with the main objective to deliver maximal deceleration
regardless of road condition. In general, even when the purpose is very clear,
questions such as what to sense, how to sense, and what to actuate and how to actuate
need to be addressed. There is a (nice positive) feedback loop at work here: new
developments in sensing and actuator technology drive the development of auto-
mation, and higher expectations in automation drive the development of sensing
and actuator technology.

Modern control design is typically based on a model of the process under control,
so that we can test and evaluate the performance of the system without having to
experimentally verify each option under consideration, which would be prohibitive.
There is a non-trivial interaction between modeling and control. The better the model,
the more we can try to do with control. The better the control, the less we need to
know about the model outside the controlled behavior. Some aspects of the model are
irrelevant for control, others are critical. In control applications, overkill on the mod-
eling side is quite common, as the inclination is to model for everything, not just for
control decisions.

Braking in particular is a difficult process, how does a rubber tire interact with
another surface (not only a concrete road, but a thin layer of ice, a water logged sur-
face, a mud trail, gravel)? Should we sense the type of road, or can we get enough
information from the forces exerted on the wheel? How important is it to know the
pressure inside the tires? How are the brakes on the different wheels coordinated? The
weight distribution in the car is going to influence the brake capacity on each wheel.
Modeling is non-trivial, but rather essential in this case and trial and error is not
going to get us very far.
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Given an acceptable model for the process including models for the sensors and actua-
tors and communication channels, and equipped with a clearly defined objective, the actual
design of a control algorithm can start. The tools vary from heuristics based on expe-
rience, to hybrid optimization techniques. The advance of theory in control is such that
a great deal about what can and cannot be achieved, i.e. the fundamental limits of system
interactions are now well-established. Often the design process will be iterative. Solu-
tions are proposed, tested against the design models, then against more elaborate models,
and the objectives refined the process iterated until a satisfactory design is achieved.

Once the control process has been settled, it can be evaluated and commissioned in
the physical world. Prototypes are built and tested (well beyond the normal operating
conditions), and failure modes identified. On the basis of these outcomes the design is
either refined or passed onto production and its final realization.

1.9 Concluding Remarks

Systems theory is the study of signals and systems and their models: how to describe
them, analyze and classify them. At the heart of control is the power to build new sys-
tems, with new behavior by simply interconnecting systems. How do systems depend
on each other, how do they interact? From an engineering point of view, most impor-
tant is how to synthesize or design new signals and systems with desirable properties,
how to use systems and signals as bricks and mortar.

Most of this study is carried out through a high level of abstraction, the use of
mathematics, with computation at the heart. The object is to study the intrinsic prop-
erties of signals, systems or models, not their particular physical realization.

A large body of work in the general study of systems theory is devoted to the
process of extracting from observations a model that describes these observations,
the so-called data to model transformation, or modeling. In systems theory we are
not really concerned with the particulars of the implementation of the process
from data to model; e.g. how data are collected, or stored whether it be in the brain,
or in a computer or with pen and paper. Rather we are interested in the intrinsic,
that is to say independent of representation, issues regarding data, the systems they
are derived from and the models they support. Objects must be studied such as
the relationships between data, or that may exist in data sets, relationships between
models, between data properties and model properties, between purpose of model
and required data.

This study of signals, systems and models is not really new. Since the beginning of
civilization we have been interested in explaining what we observe, that is identifying
useful relationships between observations, which is nothing but the construction of
(different) models (in our mind) for the observed world. This is the essence of the
ongoing scientific process. Not only does the power to explain appear to endue us with
authority and a strange sense of achievement, as if we had created the world around
us, but more importantly our explanations are used to change how we interact with
and indeed change our physical environment. What is perhaps more recent, and par-
ticular to systems theory, is that we study signals and systems in a much more abstract
way, not referring to their physical realization, but rather through their general prop-
erties and structures revealed through mathematical analysis.

1.9  ·  Concluding Remarks
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Significant achievements were driven by speed control in engines, telecommunica-
tions, auto-pilots, Moon and Mars missions, the complexity of large scale chemical
processes and the large scale utility networks. More recently theory and practice are
spurred on by the potential of the internet and wireless sensor-actuator networks for
use in home automation, human body networks and intelligent transport or smart
infrastructure systems.

Entire books, from many different angles, econometrics, statistics, psychology or
engineering are written on the topics that we touched upon. After all signals are fun-
damental to observation. Moreover modeling is innate to human existence: cogito ergo
sum13, it is one of the main pillars of the scientific process, fundamental to all of sci-
ence and engineering.

1.10 Comments and Further Reading

Systems and control theory is a relatively young discipline, that finds its origins in
cybernetics, the latter is a term coined by Norbert Wiener (1948, 1961) just after World
War II. Systems theory shares some common aspects with dynamical systems theory,
a branch of mathematics, which in some sense is an abstraction from thermodynam-
ics. The distinction between systems theory and dynamical systems theory is that in
systems theory we always deal with inputs and outputs or so-called open systems,
whereas in dynamical systems theory inputs do not play an important role. Inputs and
outputs are critically important when considering systems as building blocks to con-
struct larger systems through interconnections.

The notion of system was possibly first coined within the context of thermodynam-
ics. It is definitely an overused if not abused term since it is used in most sciences.

The study of electrical networks, or electrical systems is normally credited with the
origin of the systematic study of systems in a control theoretical sense. It is in electrical
systems, in either power or telecommunications applications, that engineered systems
first reached a level of complexity that demanded a more abstract treatment of system
synthesis. (See e.g. Anderson and Vongpanitlerd 2006; Belevitch 1968.)

Control engineering has always been technologically driven. At the dawn of the
industrial revolution the (incomprehensible) behavior of the governor of Watt’s steam
engine provided the first stimulus for system analysis. At the end of the 19th century
and the start of the 20th century the advent of power and telecommunication networks
provided ample motivation. In the 20th century, avionics, and the space race in particu-
lar stimulated much development. Today the field is being spurred on by wireless sensor/
actuator network technology and the potential of a new bio-engineering industrial revo-
lution. A history of the field, at least up to 1955 can be found in Bennet (1979, 1993).

A course on signals and systems is nowadays a mandatory component in most elec-
trical engineering curricula, being also compulsory under similar names in many other
engineering curricula, like aeronautics, mechanical, chemical or telecommunication.
Illustrative examples and numerous versions of open source courseware can be found

13I think, hence I exist; famous expression from René Descartes, French philosopher and mathemati-
cian, 1596–1650.
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on the world wide web. Text books are numerous, for example Haykin and Van Veen
(2002) and Oppenheim et al. (1982). Most require a working knowledge of elementary
linear algebra and calculus. A more modern approach, perhaps somewhat more broadly
accessible, can be found in Lee and Varaiya (2003).

Ideas to generalize systems theory such that it seamlessly can deal with biology,
physics, thermodynamics and so on were initiated by von Bertalanffy (1980).

The development of systems theory starting from the behavior of a system is rela-
tively recent development, and is due to Jan C. Willems. For an exposition of these ideas
see for example Polderman and Willems (1998). The so-called behavior approach is
elegant, and provides an accessible and modern axiomatic basis for the study of sys-
tems.

There is a very active research community in the field of systems and control. The
Institute of Electrical and Electronics Engineers (IEEE), Control Systems Society (CSS),
has provided a focus for the control systems community since 1954. The International
Federation of Automatic Control (IFAC) is an international organization (see www.ifac-
control.org) dedicated to systems theory and its applications since 1957 in the broadest
possible sense. The IFAC runs many symposia in the area and a world congress every
three years, the latter attracts well over 2 000 researchers. The Mathematical Theory of
Networks and Systems (MTNS) is a biennial conference that places the mathematical
aspects of systems theory and interconnection through networking on center stage.

There are a number of large multinational companies that make control and auto-
mation their primary business and service. Companies like IBM, Honeywell, Rockwell
Automation, Omron and Siemens are all major players. Software platforms like the
commercial MatlabTM 14 and LabViewTM 15 as well as the open source SciLab16 support
teaching, research, and engineering development in control, automation and systems
engineering more broadly.

14Software from the MathWorks company http://www.mathworks.com/.
15Software obtainable from National Instruments http://www.ni.com/labview/.
16http://www.scilab.org/.

1.10  ·  Comments and Further Reading



Chapter 2

Analogies

The road is full of vehicles moving along it.
The river transports water, with leaves, small insects, fishes and so on.

You cannot see it but information is flowing through the telephone lines.
Your blood is flowing through your veins allowing you to read.

2.1 Introduction and Motivation

Spontaneously we compare new things with what we have observed before, with the
things we are already familiar with. This is a natural form of abstraction. By recogniz-
ing similarities or analogies in the way different phenomena happen we start to im-
pose some structure on the world around us.

In this chapter we describe a number of simple processes that at first sight appear
to be very different in nature. At least they will deal with physically different things; the
warming of an oven, the flow of water into a leaky tank, the charging of a capacitor and
a particular computer algorithm. Yet when we observe how they behave over a period
of time, when we measure the temperature in the oven, the level of water in the tank,
the amount of electrical charge in the capacitor and the numbers generated by the
computer algorithm then, at least at the level of these observations, they will appear to
behave very similarly. The analogy goes far deeper than simply these measurements,
to the point that we may substitute one physical system for another without much loss
in understanding what actually goes on. We say that one system models the other. Because
the computer algorithm is by far the simplest system to be implemented in such a
manner that we can communicate experiments and results verifiably and reliably, we
like seeing it as the model of choice for the other physical systems, whether it be the
oven, the water tank or the capacitor.

The model itself is not so important. What is important is that a model provides a
means to describe a partial behavior of a physical system in a precise and concise manner
(and more concise than the collection of observations themselves).

Models are to systems engineers, what plans are to architects. A plan describes a
building, bridge or an airport using pictures that have been drafted according to agreed
standards. The plan is a concise and precise way of communication. It conveys what
has to be constructed. In a similar fashion models describe in a concise and agreed
manner the behavior over time of a physical system. Architects may also create a model
to scale, using say paper or plastic, or a three-dimensional computer graphics rendering
of the building. Similarly systems engineers may reproduce behaviour using a mechanical
and/or electrical analogue that emulates the behavior of the actual process. Nowadays
however, models run on digital computers that execute computer algorithms embody-
ing the mathematical models. These are what we will refer to as computer models.

Observations can be both of a qualitative nature and a quantitative nature. For in-
stance, referring to the ambient temperature we can qualitatively say that it is cold,
warm or hot, or, more precisely, we can say it is 21.5 °C. We are more interested in
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quantitative information, and we will often resort to quantitative characterizations of
qualitative properties (because our models live in computers). Quantitative informa-
tion and computer models play an ever increasing role in science and engineering,
because computers allow us to compute things fast (and reliably) and perhaps most
importantly computer models can be easily communicated.

In order to be able to compare measurements we will first discuss some conventions
on how to represent them as pictures, as this communicates more easily than sequences
of numbers and also more easily than computer programs.

The rest of this chapter is organized as follows. First we will talk a little about con-
ventions, to make sure we understand signals and their graphical representation, as we
will make extensive use of such pictures in the book. Then we will describe the ex-
amples, the oven, water tank, capacitor charger and the computer algorithm. We will
compare them, and resolve to what extent they model each other. Finally we will dis-
cuss how we can use these simple systems as building blocks to construct and/or model
more complex systems. In the further reading and discussion section we will provide
pointers to the extensive literature about understanding the true nature of analogies,
and the literature on formalisms that capture or exploit these analogies to enable com-
puter modeling of physical systems.

2.2 Signals and Their Graphical Representation

A signal is a record over time of a particular variable; a temperature in a room, a water
level along a river, the amount of charge in a capacitor. At each instant of time, there is a
value for the variable of interest. Each observation or data point gets a unique identifier,
an index with which it can be retrieved at a later stage (the time instants). Typically there
are many ways in which to index a particular set of data, depending on the way we view
the data. Sometimes an index comes almost automatic. In mathematical language signals
are functions that associate to each index value from an index set a unique value from a
set of possible values. If the index is or contains time1 we call it a signal. In case the index
set considers time in distinct values, i.e. as discrete, the signal is called a (time)series.

Take for example a mercury thermometer, as shown in Fig. 2.1a. The mercury level
varies with time. Its value can be represented as in Fig. 2.1b, where the horizontal ar-
row indicates increasing time and the vertical arrow indicates increasing values of the
measured temperatures. These measurements may be recorded on a magnetic tape,
(Fig. 2.1c). In this case, the signal is an analogue continuous time signal: both time and
value are considered over a continuum.

Assume now that we only consider the temperature from time to time. Anytime we
look at the thermometer a temperature value is read. This data can be represented as
a table with two columns (see table in Fig. 2.1e). We can place the index or the time at
which the temperature is read in the first column, and the observed temperature at the
corresponding time instant in the second column. This is not very convenient. Tables
are rather boring to look at, and do not really convey the variability well. However,

1 There may be more in the index than time, for example the temperature in a room depends on space
and time. We consider the collective of the temperature over space as the value of the signal.
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tables do clearly indicate the finite precision with which the temperature is recorded,
e.g. because of the finite number of digits used, like 37.2 °C.

Tables are a bit like a digital watch. A digital number representing time does not
nearly convey the progression of time as well as the motion of the hands on a clock.
Those tables are represented as pictures in this book. The first column, time, will be the
length along the horizontal row according to some scale. The second column, the
measured variable, will be represented by the length in the vertical direction. So with
each row in the table one point in the picture corresponds to the coordinates time and
value expressed as lengths in the horizontal and vertical direction on the paper respec-
tively. This idea is graphically represented in Fig. 2.1f. All signals in this book are really
nothing more than tables, or collections of points on a plane. Nevertheless, even a
collection of separate points does not really convey the idea of continuous change that
we intuitively2 associate with the variables of interest. The points are then often explic-
itly connected to form a line on the paper. Such pictures are often called graphs. Graph-
ics make it easier to follow the evolution of a variable.

Fig. 2.1. Temperatures as observed by a thermometer (a) recorded and stored either as an analogue
(b–c) or discrete (d–e–f) signal

2 This intuition may well be incorrect. The fact that our physical world is better described using dis-
crete quanta for time, space and so on is precisely the objective of quantum physics.

2.2  ·  Signals and Their Graphical Representation
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Signals represented in tables are denoted as discrete time signals. If their value is
also discretized they are denoted as digital signals. They can be easily recorded as strings
of data in a digital recorder (Fig. 2.1d).

Sometimes we measure more than one variable at a time and so we can index the
measurements with time, and an identifier for each variable. Even in those circum-
stances we often refer to the collection as a single signal and not as different signals.
It is understood that the signal will have a set of different values (one for each compo-
nent in the signal) associated with each time index. For example we may want to dis-
cuss the temperature and the atmospheric pressure over time. The signal has two val-
ues at each instant of time. If we consider temperature at many different locations across
the globe, we can index with three scalars using a longitude and latitude to locate the
position and a time. Again the signal value is the collection of all the values at a given
time. Such signals are rather difficult to display, but that is exactly what weather map
movies do.

Signal

A signal is a function from an index set usually representing time to a value set (say
temperatures) that assigns a single element of the value set (the temperatures at that
time) to each member of the index set (each time instant).

More on Different Signal Representations

A sheet of music, an ordered list of notes can be viewed as a signal. The index set is
represented rather specially. First there is the order {1, 2, …}, which indicates the se-
quence in which the notes have to be played and for each note there is a symbol indi-
cating the length of the note in the sequence. Together they define the time index. The
value set is the collection of tones or frequencies of the notes to be played. Interpreted
by a musician on a musical instrument, the signal will (hopefully) become music to

Fig. 2.2. Recording music
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our ears. This music we hear is a signal: the air pressure on our ears over time. The
sound can be recorded onto a compact disk as a string of bits that represent in digital
format the air pressure (music) on a microphone at a sequence of given times, called
sampling times, times at which the signal was measured or sampled.

Here we have three completely different representations of the same object of interest
which is the music we can hear. It is represented as a sheet music, the air pressure on
our ears over time, or a sequence of zeros and ones in a digital file or on a compact disk.

Both the sheet music and the compact disk recorded signals are sampled data sig-
nals. The index set is a set of discrete time values. Not only is the index set discrete, also
the signal values are derived from a discrete set of values. In the sheet music only cer-
tain notes can be represented, as the composer follows an agreed convention. Similarly
in the compact disk only an agreed range of integers is available to represent the
measured air pressure, typically an integer between 0 and 4 095. This obviously involves
an approximation, as there is no reason to believe that air pressure can only take on
4 096 (= 212) different values.

Using an older recording technique, the air pressure may be represented as an ori-
entation of a magnetic particle on a magnetic tape. In this case, we have a signal which
has the distance on the tape from the start of the tape (which becomes a time by play-
ing the tape at a certain agreed velocity) as index set and the orientation of the north
pole of a magnetic particle on the tape as value set. We say that the signal has a con-
tinuous index set. If the index set represents time, it is known as a continuous time
signal. Since the orientation is an angle, the value set is also continuous. In this case we
say that the signal is an analogue signal (see Fig. 2.2).

So far, we have considered signals denoted as:

� discrete, if its value set is discrete. It is called an analogue signal if its value set is a
continuum.

� continuous time signal, when the index set represents time as a continuum and a
time series or discrete time signal when the index set represents time as discrete
values.

� sampled data signal, if it is taken from a continuous time signal at some given in-
stants of time (regular or irregular); that is, its index set is discrete. A signal is often
called digital if both its value and index sets are discrete.

Neither of the recorded signals, on tape or on the music CD, represents precisely
what we would hear as music. At least the older tape recording technique retains the
property that music appears to be a continuous signal over time. But the sheet music
or the compact disk recording both appear to be rather qualitative different in that
they have both a discrete index set and a discrete value set. They are sampled versions
of the actual music. The signals are related to each other through a system comprising
the musical instrument, the air and the sensors (our ears or a microphone) used to
observe the music.

Why and how these signals are appropriate representations of the music forms part
of the study of signal processing.

Notice also that the nature of the signal in the sheet music is very different from the
nature of the signal on the compact disk. The sheet music represents first the order of

2.2  ·  Signals and Their Graphical Representation
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the notes, then the duration of these notes (tones or frequencies) as well as the asso-
ciated energy (leaving ample room for artistic interpretation). The corresponding air
pressure as produced by the musical instrument is recorded onto the compact disk.
The connection to frequency has seemingly disappeared. Signal processing can reveal
the link and recovers readily from the recorded signal the spectral content, indicating
that the notes are indeed not only of a certain frequency, but also revealing much other
structure like timbre.

Finally this example serves to demonstrate that signals and systems are closely linked,
inseparable really. The sheet of music does not become music unless it is played on a
music instrument, and it cannot be recorded unless a microphone is available to mea-
sure it. The recorded music signal on the compact disk is as much a representation of
the sheet music signal as it is of the system (musical instrument(s) and microphone)
that produced and captured the music.

2.3 Signals and Analogies

When looking at a record of a signal represented as a graph, for instance Fig. 2.3a, it
conveys an impression of a quickly changing variable that first trends up, then down
and up again as we move forward in time, that is to the right in the picture. It is a
somewhat rough looking graph. In Fig. 2.3b there is a similar graph, only a lot smoother.
The graph below is just a collection of points, where the points are equally spaced in

Fig. 2.3. Unlabeled signal graphs
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the time direction. It appears to be a sampled version of the graph above it. The points
(circles in the picture) are smoothly connected by the line in the graph above it. Finally
the graph in Fig. 2.3c, oscillates between the same limits appearing smooth but mov-
ing up and down twice in the same interval.

These different graphs presented in Fig. 2.3 may actually convey the same informa-
tion. Indeed, what is information in a signal and what is not, very much depends on
who is observing the signal, and what the expectations are. It may indeed be the case
that the roughness in the graph in Fig. 2.3a is appreciated as an artifact of the way the
actual signal of interest, the one in Fig. 2.3b is actually measured. To another observer,
both pictures may indeed convey a totally different impression since that observer may
have no expectation as to the relationship between the two pictures.

One possible interpretation of these signals is that we are listening to a pure tone
from a pitch fork, which produces the signal on the top right. If it is picked up by a
microphone that also picked up some screechy noise in the recording environment, the
combination produces the signal displayed on the left. The bottom left-hand picture is
the same tone now reproduced from a tape recording that is played back at twice the
speed of its recording speed. The graph on the bottom right is the same tone sampled
at discrete instances of time or 20 equidistant discrete samples over the indicated time
interval.

This effect of interpreting graphs or signals using preconceived expectations is really
underpinning the idea of analogy or similarity. Often we see things in pictures or sig-
nals that are perhaps not really there, because our brain processes the data matching
it to previously observed data. Let us look at the typical example3 shown in Fig. 2.4.
Depending on your frame of mind you will either perceive a young lady or an aged
woman. The information is the same but the “brain processing” is different.

3 This is a classical ambiguous picture, with a very long history, discussed in the work of Boring (1930),
also associated with W. E. Hill’s illustration “My Wife and My Mother-in-Law”.

Fig. 2.4. A young lady, or is she old?

2.3  ·  Signals and Analogies
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The nature of similarity is through observation and matching what has been ob-
served with what has been experienced. This has the natural benefit of organizing the
total information available, eliminating unnecessary clutter and reinforcing what has
been learned already, but it has also a detrimental aspect as truly new information may
be misclassified or totally ignored.

Analogies play an important role in the study of signals and by implication systems,
as we experience systems through the signals we observe from them.

Signal Analogies

Two signals are analogous if their graphical representation is exactly the same after
scaling the units (time and/or value unit).

Two signals show some analogy if they present similar characteristics such as: size,
duration, trend, envelope, average …

2.4 Example Systems

Here we describe in turn some simple dynamics (signal variations over time) as they
occur in the heating of an oven, the filling of a leaky tank, the charging of a capacitor
and finally a computer algorithm. In each instance, we only concentrate on a part of
the overall system associated with a variable that is relatively easy to measure, respec-
tively the temperature in the oven, the water level in the tank and the voltage level of
the capacitor. In the computer algorithm we will be repeating some simple algebra
and the signal will be a number indexed by how many times we have repeated the
algebraic operation.

2.4.1 Heating an Oven

An oven (like a kitchen oven, see Fig. 2.5a) is a well-insulated chamber, so that
heat4 does not leak easily from it, and to which heat can be supplied from some
energy source.

In order to better understand its behavior let us consider a physical schematic rep-
resentation or model, as shown in Fig. 2.5b.

As the heat is supplied the temperature in the oven rises. Suppose for the moment
that the oven is simply filled with air. The temperature of the air in the oven is an
indicator for the amount of heat energy stored in the air inside the oven.5 Despite the
insulation, some heat does leak from the oven. The hotter the air in the oven, the more
heat will leak from the hot oven to the colder environment. Eventually, the tempera-

4 We use heat here as a term for thermal energy. Strictly speaking, in thermodynamics, heat is a term
reserved to indicate the transfer of thermal energy between different objects.

5 Another way of looking at temperature is to consider it as a measure for the kinetic energy of the air
molecules, which is how heat is stored in the air. The hotter the air, the faster the molecules are moving
and bouncing against each other and the walls.
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ture in the oven reaches a point where the amount of heat supplied equals the amount
of heat that leaks from the oven. At such a point in time, the temperature of the air in
the oven stabilizes. The first law of thermodynamics states that there is no loss of
energy. Here, the amount of heat supplied equals the amount of heat stored (in the
air) plus the amount of heat that leaks from the oven (and is stored in the walls and
the environment).

If we now stop supplying heat to the oven, then the temperature in the oven will
slowly decrease as the heat leaks from the oven. Eventually, the temperature in the
oven will equalize with the temperature outside the oven. This is a manifestation of
the thermodynamic principle of equilibrium (Gyftopolous and Beretta 1991) namely
that objects in thermal contact eventually reach the same temperature.

When measuring the temperature in the oven during the heating cycle we would see
a signal as represented in Fig. 2.6.

Fig. 2.5. A schematic representation of an oven

Fig. 2.6. Heating an oven; oven temperature against time

2.4  ·  Example Systems
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2.4.2 Filling the Kitchen Sink

Let us consider the filling of a bath or a kitchen sink from a tap without having closed off
the drain completely, so that there is an outlet flow. The situation is schematically repre-
sented in Fig. 2.7. As long as the outlet flow is less than the inlet flow the water level will
rise. The outlet flow depends on the geometry of the drain, but given it is fixed, the mag-
nitude of the outflow is determined by the pressure of the water in the sink. The higher
the water level is the higher the outflow. Assume that the sink is deep enough to allow the
water level to rise so high that the outflow equals the inflow without causing an overflow.
In this situation the water level will stabilize and become constant in the sink. The amount
of water stored in the sink now remains constant, the inflow being equal to the outflow.

The experiment of filling the kitchen sink very much repeats the story about the
temperature in the oven. In their respective contexts, the signals water level and tem-
perature play exactly the same role. The water level captures the storage of water, and
the leaking of the water through the drain. The temperature captures the storage of
heat inside the oven, and the leaking of heat from the oven to the environment. Addi-
tionally, the actual measurements, see Fig. 2.6, for the oven temperature over time can
look identical up to some scaling to the water level in the sink, i.e. with appropriate
scales on the horizontal and the vertical axis Fig. 2.6 represents both the depth of water
in the sink and the temperature of the oven. That some scaling is essential is obvious.
As in one case we measure depth of water in the sink for which we use the meter for
measuring and in the oven the temperature is measured in Kelvin or Celsius degrees.

2.4.3 Charging a Capacitor

Rechargeable batteries store electrical energy in the form of chemical energy, which
can be used in turn to drive an electric circuit. Similarly electric charges can be stored
in a capacitor using purely electric means. When charging a battery or a capacitor, the
capacitor charger supplies the capacitor with electric charges from a constant voltage
source (an electrical energy source, typically derived from the mains via some adaptor).
The amount of charges in the battery or capacitor is indicated by the voltage across it.
This voltage level is easily measured. Initially as the capacitor is discharged, that is its
voltage level is well below that of the supply, the charging process is easy and electric

Fig. 2.7. Filling the sink with the drain unplugged
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charges flow quickly into the capacitor. This is because the flow of charges into the
capacitor is proportional to the voltage difference between the supply and capacitor volt-
age. As the capacitor charges, its voltage increases and as a consequence it gets harder and
harder for new electric charges to flow into the capacitor. When the capacitor’s voltage
level reaches that of the supply no further charge transport can occur, and the voltage
level of the capacitor settles at that level. The voltage signal can again be represented by
Fig. 2.6. Again the axes will have to be rescaled and relabeled, but that is all.

The signal in this example, the voltage, is also a measurement for the amount of
energy stored in the capacitor. Unlike the oven or the sink examples, here there is no
leaking of energy out of the capacitor. Indeed, the nature of the equilibrium reached
is more akin to what happens when the oven is allowed to cool down and comes in
equilibrium with its environment. Here the supply of electrical charges is proportional
to the difference of the voltage levels between the supply and the capacitor.

2.4.4 Computer Algorithm

Let us consider the following simple recipe, or algorithm:

1. Pick any number, call it y.
2. Replace y by the new number 0.8 y+ 0.2.
3. Repeat.

The first few iterations of this algorithm, starting from the initial y= 0.2 and y= 3,
are represented in Fig. 2.8. The time is here the number of times the algorithm has
been applied. The value of y at each iteration is a signal. Apart from the fact it is a
discrete sequence of numbers, its appearance is very much like that of Fig. 2.6.

It appears that the algorithm reaches an equilibrium or a steady state, regardless of
which initial number it started from. Indeed, if we repeat the algorithm, then with every
new iteration the number gets closer to 1, the difference decreases monotonically. Also,
it is not hard to see that if we started with y= 1, then the signal remains constant as
indeed 0.8 · 1+ 0.2= 1. These two properties define what we mean by a (constant)
steady state or equilibrium.

Fig. 2.8. Outcomes from repeating a simple algorithm

2.4  ·  Example Systems
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The algorithm’s similarity with the oven, or water level is striking. Each time the recipe is
applied, the present number is reduced proportionally by a factor 0.8 (it leaks away) and is
replenished additively by a constant +0.2 (energy or water supply). In the end, the algorithm
reaches an equilibrium in which the effect of leakage is negated by the supply. This is clear,
at the equilibrium, the number 1 leaks to 0.8 and is replenished by 0.2 to become 1 again.

There is of course the difference that the oven temperature or water level is a continu-
ous variable, whereas clearly the numbers generated by the algorithm are going to be
discrete. We come back to this apparent difference, but for the moment accept it as similar.

The same algorithm could be written in a different but equivalent format:

1. Pick a number, call it y.
2. Replace y by the new number y + 0.2 · (1− y) (this expression is indeed equal to

0.8y+ 0.2, so the algorithm is not changed.)
3. Repeat.

In this format the recipe reflects more what goes on in the capacitor. Each time the
recipe is applied, the number y grows additively by a term 0.2 · (1− y). The present
voltage level in the capacitor grows by an amount proportional to the difference be-
tween the supply level and the present voltage level. It stops accumulating exactly when
y equals the supply level, which is 1.

Notice that for any initial y larger than 1, then 0.2 · (1− y) is a negative number, and
so the number would decrease to 1. Although it is not a situation we described in the
physical examples, it is easy to see that the situation can occur in these examples. If the
water level was above the equilibrium to begin with (something that can be done by
putting the plug in the drain and filling the sink before opening up the drain) than the
outflow will be larger than the inflow and will drain the sink to such a level as to again
have the outflow equal the inflow at which time the level will stabilize. Similarly if we
had the oven filled with hot air above the temperature of the equilibrium for the oven,
then more heat would transfer from the oven to the environment than the supply pro-
vided for, and so the thermal energy stored in the oven, and the temperature of the
oven would decrease. This will go on till such time that the heat supply matched heat
leakage, from which time onwards the oven temperature would again remain constant.

Our algorithm may be represented in yet another form, which reflects more directly
how the numbers settle eventually at 1. To this end let us write the number that is
obtained at the kth evaluation of our algorithm as y(k). At the start, we have y(0), then
according to our recipe y(1)= 0.8 · y(0)+ 0.2, and in general at the k+ 1th iteration
y(k+ 1)= 0.8 · y(k)+ 0.2. The latter can be rewritten as (y(k+ 1)− 1)= 0.8 · (y(k)− 1).
So at each iteration the difference between y(k) and 1 is reduced by a factor of 0.8. It is
now very clear that y(k) will reach the value of 1, eventually6.

6 Strictly speaking, if we do not start with y(0) = 1 it will take forever to reach 1, but as computers
cannot represent numbers to infinite degrees of accuracy, it will get there in a finite number of itera-
tions or may never get there, and the sequence will hover around 1. You can try the experiment on any
hand calculator, or excel spread sheet, start with any number and multiply by 0.8. After a few repeti-
tions, it does not take long, the calculator (or spread sheet) will display 0 (i.e. the calculator does not
implement multiplication completely accurately)!
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2.5 How Similar Is the Behavior of These Example Systems?

It appears that completely different systems behave qualitatively and perhaps also quan-
titatively in the same way. Indeed many more examples are possible; like the speed a train
reaches on the track, or the speed a fan reaches, or the height a helicopter flies at, and so on.

Qualitatively, the three physical systems expressed some form of conservation. In
the oven, thermal energy is preserved; in the sink example, conservation of mass ap-
plies and in the capacitor, conservation of electrical charge is the key. In all these physi-
cal examples there was a single storage device (oven, sink, capacitor) and some form
of compensation (heat leaked into the environment, water drained, or electric charge
supply proportional to voltage difference). In the algorithm, we used a single number
(a single memory location in the computer).

The similarities go beyond the qualitative. Indeed, with some care, we may con-
struct ovens, or sinks, or batteries or algorithms that behave in identical ways from the
signal point of view. What we mean is that we can use a specific scale for the time, and
a scale for the temperature in the oven (or the voltage across the capacitor, or the numbers
in the algorithm) in such a way that when presented in a graph, the water-level-in-the-
sink signal cannot be distinguished from the oven-temperature signal (voltage signal,
number signal). So from the signal point of view the oven is really a representation, or
a different realization, or a model for what goes on in the sink and vice versa.

2.6 Discrete Time or Continuous Time?

There is no doubt the issue that the temperature in the oven appears to be a continu-
ous variable, well-defined for at any time instant, as does the voltage across the capaci-
tor or the water level in the sink and yet the numbers generated by our computer al-
gorithm form a sequence of distinct numbers, not a continuum. In the latter case we
speak of a discrete time signal, in the former of a continuous time signal.

True the temperature of the oven or the water in the sink can be measured at any
time. In any observation though, there is always a finite resolution for how well we can
measure the time (and the signal value) and so in any experiment, we will only collect
finitely many different measurements. This process is called sampling. Also, how well
we want to resolve time will depend on how fast the oven temperature or capacitor
voltage or water level can change. The faster the variation, the better our time resolu-
tion has to be in order to get a good idea of the signal variation7. So from a data col-
lection point of view, our computer numbers are more like the oven temperature, water
level and capacitor voltage than the continuous curve we presented in Fig. 2.6. In fact,
in any experiment the water level, or oven temperature would look like a set of data against
the time for which Fig. 2.6 represents an interpolation, a continuous curve that links the
observed points. Any form of interpolation is to some extent (intelligent) guess work.

When writing a mathematical description for the behavior of the oven, or water
in the sink, we would use equations that we may glean from either thermodynamics

7 There is a theorem about how fast samples have to be taken in order to capture the time variation of
the signal, the so-called Nyquist-Shannon sampling theorem. We come back to this issue when we
discuss signals in some more detail.

2.6  ·  Discrete Time or Continuous Time?
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(the theory of thermal energy) or hydrodynamics (the theory of mechanics of water).
Those equations are known as differential equations. In these equations time is a
continuum and not discretely valued. Moreover it is assumed that the signals are
functions whose derivatives are well-defined, that is they vary in a smooth way. There
is however a simple way of converting these equations into equivalent difference
equations, where time is represented by an increasing sequence of integers. In the
difference equation representation, we look at the signal only at a number of typically
equidistant instants of time. These difference equations are precisely like the com-
puter algorithm we described previously. In many ways, whether we use discrete or
continuous time has much more to do with convenience than essence, and we will use
both, focusing on one or the other depending on which one is the more natural or
most easy to use.

2.7 Analogous Systems

Our success in recognizing that these simple devices, seemingly underpinned by quite
different physical phenomena, behave analogously leads us to the following understand-
ing of what we want to call analogous systems.

Analogous Systems

Two systems are analogous if the collection of signals derived from these systems can
be made identical by scaling.

In the representation of the signals we have of course a choice of how we measure
time and signal values. This choice can only be exercised once, i.e. for each system
and more particularly for the signals of each system we select a proper measurement
device for the time and the signal value. Given the way we represent signals we now
start comparing signals derived from different systems. If we cannot tell them apart
(there is choice in what we actually call the same), then we accept the systems as
analogous.

The concept of analogous systems is illustrated in Fig. 2.9.
One could object to the fact that system analogy is a concept relative to the observer

and not an inherent system property. That is a fair point, nevertheless, we prefer it this
way, as it captures the essence of how we interact with the world around us.

Moreover for most systems of any complexity it will not be possible to perform an
exhaustive evaluation of all possible signals that systems could produce under all pos-
sible circumstances, which would be a requirement if we wanted a notion of absolute,
observer independent analogy that could be a system property. In practice we always
have to settle for less; that is a conclusion based on the experiments we have completed.
Typically analogy will only be valid relative to our (collective) experience, but that is
really all we have in science and engineering.

It is perhaps disturbing to realize that signals do not necessarily reveal the nature
of the system. In our examples, whether it was a sink, or an oven, or even the computer
algorithm one could not tell from the signal pictures, as these convey the same infor-
mation in each case.
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This idea is very well captured by a block diagram representation for any of the
systems we have described so far. Essentially we have a storage device (the sink, the
oven, the capacitor, etc.) which we represent in the block diagram as an integrator. The
integrator is characterized by one signal, its storage level. The storage is replenished,
and some of its storage leaks away. The corresponding block diagram is represented in
Fig. 2.10. The integrator represents conservation, or what is stored is the integral of the
supply. In the block diagram the supply is input to the integrator and the storage is its
output. If the supply is positive, storage increases, if it is negative, the amount stored de-
creases; if the supply is zero the storage remains constant. In the examples the total supply
consisted of an external positive supply and a negative supply due to leakage. The latter
is represented in the block diagram by the loop and the summation at the input of the
integrator. The summation indicates that the supply to the integrator consists of an exter-
nal supply and a leakage (negative sign at the summation junction). The loop in the dia-
gram is known as feedback. In this case the feedback is denoted as negative feedback.

We will see in Chap. 5 that, in order to deal with a system, to represent, to analyze,
to understand and/or explain its behavior, even to modify it, the concept of analogy is
very useful. Analogies will be used freely to develop models of systems and, based on
these models, the analogies will themselves become clearer.

Fig. 2.9. Systems are analogous when their signals also are

Fig. 2.10. Schematic view of a leaky integrator (applicable to any of the capacitor, sink, oven or com-
puter algorithm example) as an example of negative feedback

2.7  ·  Analogous Systems
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2.8 Combining Systems and Splitting Distributed Systems

The behavior of a single oven, sink or capacitor is simple, both from a qualitative as
well as quantitative perspective. The signals for a start are always monotone, either
increasing or decreasing depending on whether the signal was above its equilibrium
or below from the start. Oscillations in the temperature or water level in the sink will
not be observed.

Somewhat more complicated behavior is possible when we start combining them
together to make a new system.

For example we may combine a few sinks, such that the outflow of one is an inflow
for another as in Fig. 2.11, not unlike a river or irrigation system. Or we may combine
a few ovens together, so that there is thermal contact and heat may flow from one into
the other. This is very much the situation in an industrial ceramic kiln, where tiles are
manufactured (see Fig. 3.2). The tiles go through a number of different sections in the
kiln, first preheating, then firing and finally cooling. Each of these sections of the kiln
may be modeled as an oven (see Fig. 3.3) that interacts with its neighbors.

More signals are now required to describe the overall system. One temperature for
each oven and one water level for each sink. But for most typical heat loss characteristics
(where the heat loss increases with temperature difference) or drain characteristics (where
outflow increases with available water level) the signals will eventually settle down. There
will be a distribution of temperatures across the various ovens, but for each oven the heat
supply will equal the heat loss and the water levels in the sinks will settle down such that
for each sink separately the inflow will equal the outflow. The complexity of such systems
has to do with the number of variables that we need to keep track off. Because of the above
observed analogy, in principle, we could construct an interconnection of ovens, and a
network of sinks that would behave in exactly the same way. It is however cheaper and
more convenient and more flexible to use a computer algorithm instead.

Far more interesting behavior is possible if we extend the scope of the devices
we interconnect (and admittedly few engineering systems consist only of ‘leaky’ sinks,

Fig. 2.11. A system of sinks
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or ovens). If we extend the thermal world with cooling devices, valves to regulate
mass transport, pipes, mixers, storage tanks and heat exchangers we get a far richer
behavior. Such a system can be analogously implemented by using electrical devices
(inductors, capacitors, resistors, diodes, voltage and current sources) or indeed
mechanical devices (springs, inertia, dampers, force generators). The possibilities
are endless. The mix becomes even richer if we also include chemical, nuclear and
biological processes.

2.9 Oscillations

There are some properties which establish a clear difference between systems. One
such property is stability (like the capacitor charge at equilibrium). We will deal with
this concept in particular in Chap. 6. Another important property of systems behavior
is the presence of oscillations.

To illustrate this interesting phenomenon, we will introduce what is the essence of
oscillatory signals, or periodic signals, as well as oscillatory systems.

2.9.1 Energy Exchange

Oscillatory behavior is possible if we have systems where there is more than one type
of energy, and where there is a simple mechanism to convert one form of energy into
another. In mechanical systems we have potential (position related) and kinetic (speed
related) energy. A falling object converts its potential energy (height) into kinetic en-
ergy (speed). In electrical systems we have electric (stored in capacitors) and magnetic
(stored in inductors) energy.

Consider a mass suspended by a spring from a fixed point, subject to gravity. Let the
mass be pulled down (by applying an external force) so that the spring extends. If the
external force is now removed, we observe that the mass starts to oscillate. If there were
no loss of energy (no friction in the spring) the mass will continue to oscillate between
two extreme positions with equal distances from the point of suspension. During the
motion the total energy remains constant but potential energy is continuously trans-
formed into kinetic and back again. The motion itself is known as an harmonic mo-
tion. The idea is captured in Fig. 2.12.

2.9.2 Systems Perspective

From a systems perspective, we may represent the behavior of the mass-spring arrange-
ment in Fig. 2.12 in a descriptive way by saying:

� The net force is null. Thus, the sum of the acceleration, friction and spring forces is zero.
� Acceleration force integrated gives velocity (Newton’s law: force is proportional to

acceleration, velocity is the integral of acceleration).
� The friction force can be assumed to be a function of the speed.
� The position is the integral of velocity.
� Force experienced by the mass is proportional to position (spring behavior, Hooke’s

law), and opposes further extension of the spring.

2.9  ·  Oscillations
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This is captured in the block diagram in Fig. 2.13. The interesting aspect of the
block diagram is that it reveals negative feedback around a series interconnection of
two integrators. The position signal can be seen in Fig. 2.12, it oscillates, assuming no
friction at all. The velocity signal and the force signal also oscillate. The two integra-
tors go hand in hand with the two forms of energy in the mass-spring system; kinetic
energy (associated with velocity) and potential energy (associated with position).

A more realistic model of the mass and spring system may include some friction,
for example Newtonian friction, which is a motion opposing force proportional with
velocity. This is represented in the block diagram as a negative feedback loop around
the integrator associated with velocity. With friction, the oscillations will eventually
die out. A typical response is included next to the block diagram in Fig. 2.13.

Fig. 2.12. A frictionless assembly of a mass and spring system. Total energy remains constant, but
kinetic and potential energy are continuously interchanged

Fig. 2.13. A mass, spring system, with Newtonian friction
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2.10 Comments and Further Reading

The use of analogies is common in science and engineering education from the very
first introductions to the topic, where the similarities are stressed through observa-
tion. The more formal analogy we have stressed here (systems are analogous when the
externally observed signals are similar or indistinguishable, up to scaling of their in-
dex and value set) is really the back bone of systems theory and why systems theory is
so widely applicable.

Moreover, often it is not essential to know what is in a system and as long as we can
understand the interconnection and external signals we do have a valid explanation
for the system behavior.

The approach to analogies, starting from signals, is inspired by behavior theory
(Polderman and Willems 1998). The literature devoted primarily to signals, as in signal
processing is vast. To cite just a few texts that put signals first, see e.g. McClellan et al.
(2003), an introductory text, Mallat (2001), a more modern signal analysis approach
based on wavelets, Ifeachor and Jervis (2002) devoted to digital, or sampled data sig-
nals. Signals are discussed in more detail in Chap. 4.

Analogy is also the foundation of bondgraph theory (see for example http://
www.bondgraph.info/), which provides a common language to model all physical and
in particular engineering systems (Breedveld and Dauphin-Tanguy 1992; Gawthrop
and Smith 1996). There are simulation packages that provide convenient interfaces to
quickly model engineering systems. There are also bondgraph-based toolboxes for
modeling in symbolic manipulation packages.

Many classical texts on dynamics and modeling of engineering systems stress the
analogies between electrical, mechanical and thermal processes (Cannon 2003). The
main ingredient in these classical approaches is not the equivalence of the observed
signals (as we do it here) but rather the observation that when writing mathematical
equations to describe electrical, mechanical or thermal systems the same type of in-
gredients are used: conservation laws and constitutive equations, and when replacing
certain variables from one domain by those of another the same equations reappear.
This is what we would call classical analogy, as it approaches the modeling of systems
from the point of view that the mathematical equations that describe the physical world
around us are the starting point. Of course, these equations, an embodiment of the so-
called physical laws are nothing else but a modern day representation of many past
observations and measurements.

Let us conclude with a word of caution, cited from Cannon: Analogies are detrimen-
tal, however, when they entice us into stopping our thinking about new physical phe-
nomena … (Cannon 2003). In other words, when our models or analogies do not fit the
data, we must adjust our preconceived ideas, familiarity cannot justify holding onto
lies (and all models are lies to some extent). More about this when we discuss models
in Chap. 5.

2.10  ·  Comments and Further Reading



Chapter 3

Illustrating Feedback and Control

There is no free lunch.

Milton Friedman1

3.1 Introduction and Motivation

When there is a chill in the air, we feel uncomfortable and we are likely to put on some
extra clothes and our body automatically reacts with shivers to increase our internal
heat generation. If our environment is too hot, we sweat to extract heat from the body.
This is feedback.

Typically, useful systems are complex and they derive their overall functionality from
a set of different subprocesses that interact in a non-trivial way. This is the case even
when the whole system serves a unique purpose. In nature this is the norm, and more
and more engineered systems exhibit a similar structure and complexity.

The analysis and design of any system demands the integration of the physical
understanding of the components’ behavior together with control principles to achieve
the overall purpose of the desired system. In design, the constraints matter most. The
basic ideas underpinning the systems and control engineering approach to system
design will be described in the following chapters. Here, a few examples are introduced
to put the nature of feedback design into focus.

A system requires design at every level, from the scale of its smallest sub-system to
the global scale involving the entire integration of all subsystems. A corresponding
hierarchy of control levels, from local sub-system control to supervisory control strat-
egies has to be designed to work seamlessly together in such a way as to achieve the
system’s goals and to sustain these over an extended period of time (see Chap. 10 for
more details). Control cannot be an afterthought it must be an integral part of system
design. Its fundamental limitations are just as essential as the perhaps more obvious
physical constraints in the system. Equally control design cannot be meaningfully
progressed without taking notice of the constraints imposed by the physics.

In this chapter we will illustrate the role of feedback and control to deliver purposeful
behavior. Our examples are derived both from the engineered as well as the natural world.

We start with a description of a factory producing ceramic tiles. It serves as the
archetypical manufacturing process, where the overall goal is reached through the
execution of a sequence of discrete subprocesses. The ideas generalize to many manu-
facturing processes, at least in the structure of the global plant, being split into subpro-
cesses with interconnections and interdependencies.

1 Milton Friedman, US, Nobel Prize winning economist, 1912–2006, well-known for his contributions
to consumption analysis, monetary history and theory, and stabilization policy.
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Most natural and human made systems are distributed over time and space, hence
the need for local measurements and local actions and a hierarchy to coordinate a
global outcome. The control of large scale irrigation systems provides a good example
of such a system.

The benefit of control in achieving accuracy and high repeatability are illustrated
using the control of antennae for radio-astronomy. Accuracy combined with speed is
the holy grail of mass manufacturing, perhaps best appreciated in the automotive
industry.

Not all the control systems are so complicated. In everyday life we see how a car
washing plant operates in a sequential way to (hopefully) wash, wax, rinse and dry our
car. You can find many simple systems like this around us.

There are many regulatory processes in our body: the homeostasis of body tem-
perature, chemical balances in our cells, blood and organs … Normally we are oblivi-
ous to these processes, until something goes wrong.

Finally, feedback and control play an important role in social systems.

3.2 Manufacturing Ceramic Tiles

Process and manufacturing systems are easily split into subprocesses carrying
out different logically ordered operations. Often the goal is to manufacture a par-
ticular product with its desired characteristics (quality), in the most economically
viable manner. This objective translates into specific targets that have to be met
at each stage of the process. The ideas presented here in the context of the manu-
facturing of ceramic tiles apply generically to manufacturing and chemical pro-
cess systems.

In a ceramic tile factory the objective is to manufacture ceramic tiles that meet the
expectations of the market in terms of quality, cost, durability and purpose. The pro-
duction must of course be economically viable and the production process must meet
all legal constraints.

In broad terms, the process lay-out is shown in Fig. 3.1.
The following subprocesses are identified:

� Preprocessing of raw materials. The different natural minerals (clay, lime, sand …)
are stored, pre-ground and moistened.

� Milling. The raw materials are ground and homogenized and mixed in the appro-
priate proportions, and stored in a slip tank.

� Spray drying, and storage. Milled and mixed material is spray dried and stored. This
provides a buffer in the process.

� Pressing. The material goes from the slip tank to the press, where the “biscuit” is
formed. Here the tile is shaped.

� Drying. Typically pressing is followed by drying, to reduce moisture content. Dried
tiles can be stored before processing continues.

� Glazing. The upper surface of the tile is appropriately treated. Glazed biscuits are
either stored (another internal buffer) or moved to the kiln.

� Kiln firing. In the kiln, the glazed biscuits are “fired”. The tiles obtain their required
mechanical and aesthetic properties.
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� Sorting and storing. The final product, ready for delivery is stored. This is typically
preceded by an inspection phase, in order to group tiles according to quality and
consistency. Defective tiles are removed.

Production engineers maintain and tune the manufacturing process to get high
production yields with consistent quality. The quality of the tiles depends on their
dimensional accuracy, and general mechanical characteristics such as hardness and
breakability, as well as their aesthetic appearance. The engineers tune the overall process
to reduce costs and improve production flexibility at the same time. Cost reduction is
mainly centered around saving energy, but also savings in raw materials play an impor-
tant role, as well as improving the consistency. Other aspects of process tuning center
around minimizing the environmental impact, reducing chemical and noise pollution.

Direct measurement of many of the important variables, like for example the mechani-
cal properties of the tiles is difficult. Control objectives are as a consequence based on the
more easily accessible process variables, which in turn affect the mechanical properties.
Statistical quality control measures are used to try to minimize product variability.

Most of the final characteristics of the tiles depend on the firing process. The kiln
is therefore the core of the whole production plant. The main control objective is to
achieve a pre-defined temperature profile. In principle each tile should experience the
same profile. This means that oven control is of critical importance. Also the conveyer
belt speed determining the dwell time for the tiles in each oven section must be tightly
controlled. Other variables that are maintained within specified ranges are airflow
and air composition. The ventilation is of critical importance to ensure the surface
finish of the tiles.

Fig. 3.1. Ceramic tile factory layout

3.2  ·  Manufacturing Ceramic Tiles
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The Ceramic Kiln

A kiln is a long tunnel (can be 100 m or more) with a useable rectangular cross section
of say 2 m by 0.5 m. The firing is a distributed process. The variables to be controlled
are the air temperature and air pressure along the length of the tunnel. Both tempera-
ture and pressure must satisfy a specific profile to ensure tile quality. To simplify the
modeling, but also remain in line with the limited freedom available in the control
variables, the kiln is divided into particular sections. In some kiln sections combus-
tion units will heat the air and the tiles. In other sections external air will be used to
cool the tiles. Tiles are transported through the consecutive sections on a conveyer
belt moving against the air flow. It is also important to distinguish between the upper
and lower part of the oven cross section, above and below the tiles.

The kiln sections are functionally grouped in zones: pre-kiln, pre-heating, firing, forced
rapid cooling, normal slow cooling and final cooling zone. The organization is presented
in Fig. 3.2. The construction of the kiln, the number of sections, the distribution of the
burners and fans, as well as the refractive material of the oven walls and the mechani-
cal properties (rollers, drive speed) constrain the production possibilities, as well as
the final product quality. The control goal in each zone is to maintain a temperature
profile. The temperature profile is a function of the material that moves through the
kiln. This is depicted in the upper part of Fig. 3.2. The control algorithm manipulates

� the burners, the flame temperature is controlled through fuel and air flow valves;
� the fans that adjust the airflow in the section, and determine the pressure and tem-

perature in the section; and
� the roller speed to control the movement of the biscuits.

The control objective is to achieve the best possible tiles at the least cost within the
physical limitations of the plant. Sensors2 keep track of throughput, air temperature,

Fig. 3.2. Schematic view of a continuous kiln used to bake ceramic tiles

2 See Sect. 9.2 about sensors and data acquisition systems.
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fuel flow and airflow. The physical construction of the oven enables the control, and in
order to be really effective, the construction and control design are to be coordinated.

In order to optimize the quality of the tiles at the kiln output, two kinds of control
are used. A local control loop keeps the temperature profile along the kiln based on
temperature sensors in the walls of the kiln. A supervisory control, rule-based, modi-
fies the desired temperature and pressure profiles to counteract quality defects that are
measured at the kiln output (Bondía et al. 1997).

The common sensing devices are thermocouples for temperature, and pressure and
speed sensors. The actuators are the motors that manipulate the rollers and fan speed,
and the valves that modify the flow of fuel and air.

On exiting the kiln some tile properties can be measured like dimensions, shape
(flatness) and color. Mechanical strength can only be measured off-line. Typically this
involves a great time delay and a destructive test, therefore this is not suitable for on-
line control of the production process. A large number of variables are measured for
ongoing monitoring purposes.

Kiln Control

The control goals for the kiln are to guarantee the quality of the tiles, to speed up
production and minimize costs (energy, waste). To achieve these (competing) goals,
the following controls are available:

� roller speed,
� temperature profile,
� pressure and ventilation profiles,
� transition between biscuit batches and
� batch packing density.

Most of these can be set for normal operational modes, and local control ensures then
that the set points are maintained within acceptable tolerance margins. It is more difficult
to create the entire collection of appropriate operational conditions. For example, some
defects in the tiles may actually be traced back to the pre-processing (mill, press, dryer)
and some of these can be corrected, perhaps partially, by appropriate action in the kiln.
In order to minimize waste it pays to continue the production and indeed modify the
operation of the kiln to compensate for the defects in as much as possible. When the kiln
is operated manually, experienced operators know intuitively how to change the tempera-
ture profile or ventilation profile to drive the kiln to a new steady state to take these ap-
propriate corrective actions. In automatic mode, however, these type of corrections are
particularly difficult to carry out, and normally one has to resort to rule-based control
actions, whereby the actions of experienced operators are mimicked.

The following hierarchical control structure is usually implemented

� Over the life span of the kiln the supervisory level of control continuously monitors
the main variables, logs and acts on alarms, stores process data for off-line analysis
and further improvement of the exploitation of the facility and an appropriate man-
machine interface. Economic analysis of the product in the market place is linked

3.2  ·  Manufacturing Ceramic Tiles
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with design and production, to provide the economic drivers for further investment
in the production facility.

� On the production planning horizon, batch planning involves determining the kiln
profiles, the packing density and scheduling of the kiln to ensure minimal tran-
sients between different production profiles. The planning provides set points for
the burners (fuel flow, air flow), roller speed, and ventilation.

� Over the duration of a single production batch, quality control-based on mea-
surements at the exit of the kiln is used to fine-tune the temperature and ven-
tilation profiles. These changes are decided using heuristics or table look up
methods.

� Over the duration of a particular batch the desired temperature profile, ventilation
profile and speed profile are maintained using local controllers, which act in each
of the separate kiln sections (see Fig. 3.3). The control actions are coordinated in
such a manner as to maintain the section at the right set point whilst minimizing
interactions with neighboring sections.

� For each actuator, a local controller provides the desired command based on their
sensory input and the reference signal. The reference signals are provided from the
quality control supervisory algorithm and the coordination control layer.

Producing Good Tiles

To produce quality tiles you need

� quality raw materials,
� excellent tile design,
� excellent processing units (mills, presses, kilns, …)
� skilled operators,

but you also need

� precise control units and control algorithms,
� integrated factory information,
� quality control,
� automatic process management.

Fig. 3.3. Schematic view of the kiln: tiles move to the right and air flows to the left
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3.3 Gravity-Fed Irrigation Systems

Most utilities, like electrical power generation and distribution, water harvesting, bulk
transmission and distribution and gas distribution are large scale engineering systems
requiring careful control in order to match supply with demand, when and where it is
needed. Similar control issues arise in the control of transport networks and even the
internet or telecommunication networks more generally. The challenging issues here
are the geographic scale and the variety of time scales on which dynamics are impor-
tant. In such applications control is invariably organized to be distributed over space
as well as hierarchical to cope with the many different time scales. The example we
discuss relates to the control of irrigation networks, where the implementation of dis-
tributed control schemes is a recent phenomenon. The discussion will emphasize the
spatially distributed nature of the control on the fastest time scale. The issues of super-
visory control responsible for scheduling, long term exploitation and (preventive)
maintenance as well as alarm handling are equally challenging and important but not
that different from any process control application, like the ceramic tile factory.

In Australia irrigation accounts for 70% of all fresh water usage (UNESCO 2006; The
Australian Academy of Technology Science and Engineering 2002). The main civil
infrastructure for irrigation consists of reservoirs for harvesting and storing water and
open canals for water distribution. The distribution of water is controlled through
regulating structures that can restrict the flow in the canal between virtually no flow
and a maximum flow which depends on the geometry of the canal (slope, and cross
section) and the available water head (potential energy) at the reservoir feeding the
canal. Here we look at how large scale distribution of water powered purely by gravity
can be automated with great advantage above typical manual canal operations.

When water is in ample supply, and hence a cheap commodity, there is no eco-
nomic pressure to be efficient in water distribution, and one way to operate the canal
infrastructure is to ensure maximum flow, which guarantees the best water availabil-
ity to the users. Water distribution is then a mere scheduling problem, and there is no
need for closed loop control. Scheduling, which is a form of supervisory control, is
unavoidable as typically the combined flow capacity of all water outlets onto farms is
about ten times the flow capacity at the top-end of the canal system. Scheduling en-
sures that demand is averaged out to stay below the flow capacity of the canal system
and such that the water is distributed to all users in an equitable manner. When there
is an over-supply of water, this water simply returns back to the natural river systems
or ground water storage, and is no longer available for irrigation (in that same sea-
son). Although present manual operations are certainly not operating on this maxi-
mum flow principle, which would be maximally wasteful, present canal exploitation
reportedly achieves at best between 55% to 70% water efficiency and in many places
around the world no better than 50%. Moreover a four day in advance water ordering
policy is enforced in most irrigation districts, which does not favor efficient irriga-
tion on farms, as farmers have to minimize the effect of uncertain irrigation timing.
About 10% to 15% of the water is wasted through seepage and evaporation (no amount
of control can change anything about that of course) and about 20% to 30% is lost
through outfalls or is unaccounted for (The Australian Academy of Technology Sci-
ence and Engineering 2002).

3.3  ·  Gravity-Fed Irrigation Systems
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Policy makers in Australia have recognized that it is important to reconsider present
water practices in view of long term environmental and sustainability issues. They are
providing clear economic incentives to be water efficient, both in canal exploitation
and on-farm water usage. Climate change, population and industrial growth pressures
compound the sustainability problem.

Irrigation efficiency, whilst maintaining the other objectives of water level regula-
tion (which is the potential energy available for irrigating farm land) and meeting
water demand is an ideal objective for closed loop control. The conflicting require-
ments between meeting demand and achieving water efficiency make for an interest-
ing challenge.

In order to realize closed loop control the existing civil infrastructure has to be
upgraded with an information technology infrastructure of sensors and actuators linked
through a Supervisory Control And Data Acquisition (SCADA) communication net-
work. The approach to efficient water distribution is in three stages: building the infor-
mation infrastructure, extracting the data to build models for control and finally clos-
ing the loop. This infrastructure enables automated decisions to set the regulating struc-
tures such as to deliver the water, and only this water that has been requested by the
farmers. A project of this kind has been ongoing in Australia from about 1998, and it
has achieved pleasing outcomes with canal operations running at around 85% effi-
ciency, achieving a high level of on-demand water delivery (more than 90% of water
orders are not rescheduled) and maintaining excellent water level regulation. In addi-
tion, because the system is now more responsive, farmers have adopted irrigation sched-
ules that are much better suited to the crop needs with additional and significant water
efficiency improvements and better economic returns on-farm.

The information infrastructure underpins the entire control approach, and can
support decision making on all time scales ranging from hours to years:

� On the longest time scale the main issue is sustainability: how to best use the limited
renewable water resource. This involves the development of appropriate infrastruc-
ture, policy and pricing mechanisms.

� On a yearly and seasonal basis the allocation of water volumes and crop plantings/
treatments are decided according to the specific economic and also environmental
requirements. The existing infrastructure is maintained and upgraded.

� On a weekly basis irrigation is planned to meet needs (on this time scale the local
weather forecast plays an important role), and bulk distribution is scheduled at this
point.

� On a daily time scale water is scheduled into the down-stream end of the canal system.
� On an hourly time scale individual canal sections under control react.
� On a minute time scale, water levels and flow regime are regulated and hardware

and variables of interest are monitored to enable preventive maintenance and to
ensure a graceful degradation in performance when sensors, actuators, or the radio
network develop failures.

Figure 3.4 provides a picture of the information infrastructure hardware put in place
in Victoria, Australia in juxtaposition with the old mainly manually operated technol-
ogy that it is replacing. At regulation points, water levels are measured and water flow
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is inferred. Through communication with their peers over the entire network, a real
time water balance can be deduced. Besides these main variables, a host of other vari-
ables is measured for maintenance and operational purposes (like battery levels, solar
radiation, sensor calibration, etc). A schematic of the radio network, which allows for
peer-to-peer and broadcasting, is represented in Fig. 3.6. Any regulator, with its asso-
ciated actuators, and sensors has an internet address and can communicate via the
radio network with any other regulator in the network. Most communications are based
on an exception protocol, a communication is initiated only when something interest-
ing happens. Regular polling is also performed to interrogate (parts of) the entire system
to establish health checks. Broadcasts are performed to facility software upgrades,
coordination and general management of the networked resources.

Data derived from the sensors and actuators is used with appropriate model
parameter estimation and system identification techniques (Weyer 2001; Eurén and
Weyer 2007) to develop simple models that relate control actions (at up and down
stream regulators) to water level (and flows) on the basis of a single pool, that is a
stretch of canal between two regulating structures. The emphasis is on simplicity,
as irrigation systems are large scale and hence the models must be able to grow
with the system. To get an appreciation of size consider the Goulburn Murray Water
district, with more than 6 000 km of irrigation canal, more than 20 000 customers and
5 000 regulating structures spread over an area of 68 000 km2. (There are much larger
irrigation systems.)

Fig. 3.4. Radio networked actuator/sensors for irrigation, developed in Australia by Rubicon Systems
Australia, in collaboration with the University of Melbourne (c) replacing the old manually operated
infrastructure (a–b)

3.3  ·  Gravity-Fed Irrigation Systems
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To focus the ideas, we consider the smallest time scales and consider a simple canal,
with a number of consecutive pools like in Fig. 3.5. A very simple model could be:

Change in pool volume = (in flow - out flow) X time_interval

It only captures water storage. This is a little too simple, and see for example Weyer
(2001) and Eurén and Weyer (2007) for more comprehensive models and discussion.
Nevertheless, it is enough to get some appreciation for the problem. The canal model is
then the collection of all the pool models combined with the models for the regulators, all
of which are derived from the measurements, and maintained in a central data base.

Fig. 3.5. In-line canal system, a series of regulators and pools (sections of canal between regulators)

Fig. 3.6. Diagram of information infrastructure and radio network for an irrigation canal
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The control objective is to ensure that the water levels are regulated at the desired
levels whilst the control inputs are constrained to be within their physical capacity
limits (between open and close). All of this despite significant disturbances in the
form of water off-takes, evaporation and seepage. Moreover it is important that the
demand placed on the radio communication is limited and that the irrigation net-
work copes with inevitable communication errors, as well as hardware failures in
sensors and/or actuators.

The control objective (no losses, water level regulation, meeting demand) is achieved
using a two staged approach. When a water order is placed (e.g. through the internet),
the central node verifies against a global model of the system if this water order can be
delivered as requested within the system capacity. It also checks prices, and water al-
location rights, but that is irrelevant for the control process. Here the use of demand
forecast including a weather forecast can be used to advantage to manage the irriga-
tion district. If the water order can be delivered then the central node informs the canal
regulators and the on-farm off-take gate of the requested water order. The flow is then
implemented and the local controllers ensure that the water level is maintained, de-
spite the imposed flow changes.

A typical response of the controlled system, in a week of operations on a particular
pool, is presented in Fig. 3.7. The figure shows the quality of the set point regulation
(deviation measured in cm). Under manual operation, the deviation from the desired
level was considered adequate if the water level was within 25 cm of the desired level.
The rain event, a serious disturbance, causes a shut down of the system as all irrigators
on the channel stop irrigating. After the short rain event major water orders are re-
sumed. At the end the effect of saturation can be seen, as the gates close in view of no
down-stream demand.

Similarly in Fig. 3.8, a single day of operations is displayed, and both flow and level
responses are presented. Notice the enormous flow variation over the one day period.
This demonstrates the flexibility of the automated system.

Field trials over a number of seasons have demonstrated that the automated sys-
tem, called Total Channel ControlTM, is very effective (Cantoni et al. 2007; Mareels

Fig. 3.7. Control response to a significant rain event

3.3  ·  Gravity-Fed Irrigation Systems
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et al. 2005). The automated system brings a number of side benefits that are not to be
underestimated:

� more precise accounting of water flows and water volumes (order of magnitude
improvement in flow metering accuracy),

� leak detection (water balances can be maintained per pool, pools requiring main-
tenance are easily identified),

� redundancy in data and sensor hardware can be used to reconfigure control action
in case of hardware failures, ensuring a very graceful degradation of system perfor-
mance under hardware failures.

� water ordering flexibility, which leads to better on-farm water efficiency.

Further developments include

� integration of weather forecast into the feedforward in order to improve the reac-
tion to rain events, and manage system wide storage and flow conditions,

� flood mitigation (this is essentially reservoir control, using the canal system to dis-
perse excess water),

� integration with river control, optimizing the use of the water resource.

The final goal being the real-time closed-loop management of water resources
on the scale of an entire water catchment area (Mareels et al. 2005). This appears
entirely feasible, and would go a long way towards the management challenge raised
in the UNESCO World Water Report 2003, repeated in the 2006 and 2009 editions of
the report (UNESCO 2006; 2009), all of which talk about a water management crisis
in the world.

Fig. 3.8. Control response to large flow variations
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Best Use of Water

Water is a limited renewable resource, in need of (better) management that requires

� accurate information about resource availability,
� clear management policies, appropriately prioritized,
� substantial civil infrastructure (reservoirs, canals, pipes, valves),

but also

� real time water (level and flow) measurements,
� demand measurement and/or forecasts, and short term weather forecasts,
� wireless communication network,
� process models, these can be derived from the measurements,
� control design enabling in conjunction with policy, optimal exploitation of avail-

able resources within physical constraints.

3.4 Servo Design for Antennae for Radio Astronomy

Antennae are everywhere: they capture particular radio waves, that have been encoded to
carry information. Often radio waves are directional and antennae orientation relative to
radio wave is critical for a good reception, and subsequent information extraction.

Large antennae as for example used in radio astronomy and satellite tracking appli-
cations achieve the alignment between radio waves and antennae structure through
positioning the antennae surface accurately in both elevation and azimuth. The preci-
sion with which these angles have to be achieved in modern radio astronomy is ex-
tremely high (errors are measured in arcsec, of which there are 3 600 in a degree or
1 296 000 in a full circle; an arcsec is approximately 4.85 microradian).

In the case of radio astronomy the reference trajectories for the elevation θ r(t) and
azimuth φ r(t) angles that describe the path of the object(s) to be tracked (or points of
the sky to be explored) are typically provided by the operators of the facility to the
control unit as an ordered list of timed reference angles (time series) in a table:

(tk, θ r
k, φ r

k)    for k = 0, 1, 2, …

where tk are the specified times, θ r
k the required elevation angle and φ r

k the required
azimuth angle at that point in time. This table is to be interpolated over time to arrive at
the actual reference angle as a function of time, (the angle has to be a continuous function
of time). For example using linear interpolation (this is too simple in general, but used
here to illustrate the idea) and with the above list the reference for the elevation angle
becomes the following piece wise linear function of time, as displayed in Fig. 3.9.

The servo control problem is to ensure that the actual pointing angle of the antennae
dishes follow the prescribed path with great accuracy despite disturbances such as a vari-
able wind load (Evans et al. 2001). This is quite challenging because typically the drive
system as well as the antenna structure exhibit multiple, poorly damped, resonant modes.
Moreover, there is a wide variety of reference trajectories.3

3.4  ·  Servo Design for Antennae for Radio Astronomy

3 To learn about system frequency properties and resonances go to Sect. 5.7.2.
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Figure 3.10 displays some of the antennae of the Australia Telescope Compact Array
(ATCA); for more information visit http://wwwnar.atnf.csiro.au/. The antennae in this
array were used for some of the experimental results described below. They have a
diameter of about 22 m and weigh about 60 tons.

The control of large fully steerable antennae has been the subject of practical and
theoretical studies for over five decades. The actuation and sensing subsystems pose
significant challenges and determine to a large extent the limits of accuracy that feed-
back design may achieve.

The key mechanical design questions pertain to the maximization of the structural
resonances (Wilson 1969) whilst trying to keep the cost of the structure low. The trade-
off is to achieve a high mechanical stiffness with a low overall weight, so the antenna
can move faster and work harder for the radio astronomer. The lowest structural reso-

Fig. 3.9. Piece-wise linear interpolation of data points

Fig. 3.10. Some of the antennae in the Australia Telescope Compact Array, Culgoora, New South Wales,
Australia (© Commonwealth Scientific and Industrial Research Organisation, CSIRO)
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nance frequency must be sufficiently high so that normal wind conditions cannot in-
duce vibrations that render the antennae useless. The antenna is very much a large sail.
Also, the lowest structural resonance frequency should be larger than the fastest angu-
lar velocity of the reference trajectories that are to be tracked with precision, otherwise
the references would excite these resonances4.

Most of the wind energy is found below 0.5 Hz. See Fig. 3.11.
The overall control design is greatly assisted by using high gear ratios (gear ratios

of the order of 40 000 : 1 are not uncommon), such that the entire inertia is dominated
by the drive motor’s rotor rather than the wind loaded dish. This means that accurate
positioning of the rotor of the drive motor implies accurate positioning of the antenna
dish provided of course that the structural resonances are not excited. The drive train
resonances can be actively dampened using feedback control.

The backlash5 (see Fig. 3.12) in large gear trains is unavoidably large. Backlash is due
to a necessary gap between the gear teeth of the driven and driving gear. When the motor
force reverses, there is a period of time that the teeth do not mesh; so the motor moves but
the driven gear does not move until such time the gear teeth mesh again. Nevertheless, the
negative effect of the backlash on the tracking accuracy can essentially be eliminated

Fig. 3.11. A typical power spectrum for wind load on a large antenna structure

4 See Sect. 4.3 for a definition of power spectrum.
5 Backlash is a non-linear effect, which appears whenever there is a gap between some mechanically

coupled components.

3.4  ·  Servo Design for Antennae for Radio Astronomy
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through the use of dual drive motors that work in a torque-share-bias mode. At each motor
the force direction is maintained, so that one motor drives, whilst the other one is actively
braking, as illustrated. Because the motor forces never reverse direction, the gear teeth
mesh at all times, and the effect of backlash is all but eliminated6. All the antennae used
in the experimental results below were built along these lines. The main limiting factor
remaining in the drive train is stiction, which is a consequence of the large mass sup-
ported by the gear train. Stiction fundamentally limits how slow the antennae can move.
The motor drive must provide a minimum imbalance before the motor forces induce
motion. Once motion starts, the friction force drops dramatically creating a speed up effect
being balanced by a reduction in force and consequently stiction takes over, the process
repeating itself creates a limit cycle7. In the Australia Antenna Telescope stiction induced
limit cycles consume 50% of the position error budget.

To achieve accurate tracking, precision sensors for the actual pointing angles of the
antennae are required. Measuring the pointing angle of a large antenna is non-trivial.
Recent antenna designs employ high accuracy position sensors, like 22 bit angle en-
coders that resolve angle position to within 0.3 seconds of arc.

The resonance frequencies of the antenna structure depend on the actual dish
position, a low elevation angle will result in a lower resonance frequency. This is illus-
trated in Fig. 3.13. It shows how the resonance frequencies vary with the elevation angle
in one of the Australia Telescope antennae. More generally, the resonance frequencies
are a function of the geometry of the antennae, and every time the structure is updated
or changed these resonances change as well. This implies that the control strategy must
be able to cope with these variations. In a general setting, that means different process
behavior in different modes of operation, requiring different control actions.

Following the experience with the Australia Telescope (Evans et al. 2001) several
alternative servo designs were completed and tested on different large antennae. Un-
der the assumption that the gear train has been properly designed to minimize stiction

Fig. 3.12. Backlash and backlash elimination by dual drives in large gear trains

6 Nature makes extensive use of such arrangements. Two components of opposing effect are present at
all times and their balance determines which effect dominates.

7 A limit cycle implies maintained oscillations around an equilibrium point. This is typical in forced
oscillators and it only appears if the system behavior is non-linear.
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and that a back lash compensation drive scheme is employed, a cost effective servo
design consists of four hierarchically organized feedback loops (see Chap. 8):

1. a very fast, high gain, current feedback loop, such that from a tracking perspective
the motor drive is a pure torque source. This loop operates up to about 100 Hz.

2. surrounded by a medium bandwidth8 velocity feedback loop, which dampens the
main gear resonances. This loop is effective to about 10 Hz.

3. enclosed by a low bandwidth position tracking loop, which ensures set point regu-
lation whilst avoiding resonance vibrations. This loop is active to just under 2 Hz,
just below the slowest resonance frequency. (Notice that set point regulation is not
enough, as the reference trajectory is not a constant, but a function of time!)

4. finally, the slowest outer loop minimizes the remaining tracking error. This loop
effectively compensates for the variation in the resonance modes by adjusting a feed
forward gain from the reference trajectory. Moreover it ensures that arbitrary ref-
erence trajectories, not just constant functions of time, can be followed with accept-
able tracking error. It is called an adaptive loop. This loop operates to about 1 Hz,
about twice the typical bandwidth of the wind disturbance, and well above the re-
quired rate for the reference signals (stars do not move that fast across the sky!).

Such a control structure, is called a cascade. The idea is illustrated in Fig. 3.14. The
above discussion focuses on the local control objective for the radio antennae. There

Fig. 3.13. A low elevation angle implies a lower resonance frequency. Observe the multiplicity of reso-
nances as an indication of the complexity of these antennae structures

8 Formally, the bandwidth refers to the range of frequencies a signal is composed of. In colloquial terms,
the larger the bandwidth the faster the signal changes. If referred to a process, for instance a loud-
speaker, its bandwidth denotes the range of sound frequencies it reproduces with good fidelity.

3.4  ·  Servo Design for Antennae for Radio Astronomy
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are however other aspects that need to be catered for in any operational control system
for such antennae:

� Scheduling of the experiments, this provides the reference trajectories for all the
objects to be tracked, as well as the start and stop times for each of these.

� Supervisory control, to start and stop the operation of the antennae, as well as in-
terrupting normal operations and stowing the antenna when the wind load is out-
side the antenna’s operational envelope or when faults are detected in the drive or
sensor units.

� Tracking mode, as described above, where the antenna tracks a given reference over
a set period of time.

Observing the Sky

Watching space requires precision instrumentation and infrastructure:

� large antennae spread over a large geographic area (the radio telescope),
� precision communication between antennae to coordinate these,
� skilled operators,
� appropriate and precisely surveyed locations (no radio interference),
� excellent computing facilities,

and the antennae themselves must be complemented with

� precision mechanics (drive train),
� precision instrumentation, inter alia measuring position,
� dynamic models of antenna behavior and wind load conditions,
� control design to track a large range of signals (stars) under a wide variety of wind

conditions (robust control).

Fig. 3.14. The servo mechanism’s control structure: four cascaded loops. The external input signals are
the reference position and the wind disturbance
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3.5 Simple Automata

There are many common processes where the overall behavior can be adequately cap-
tured using only binary valued signals (on/off, stop/go, open/close). In such circum-
stances it is often possible to implement the control also only using binary valued sig-
nals. An important class of such systems is called the automata9. Examples range from
a simple vending machines to the complexity of a digital computer.

Just to illustrate the idea, let us consider a car washing system, as represented in Fig. 3.15.
The system operation starts when a coin or a token is introduced in the machine

slot. The sensor M turns on the green light LV. The system is ready to operate as soon
as the user clicks on P. This action will turn on motor C1. The belt will move the car
until it reaches the positions sensed by S0. This event will start the motor C2, activating
the displacement of the attached belt and turn off the green light. The car enters the
washing area. Its presence is detected by the sensor S1. The car is then soaked with
soapy water dispensed through the pump AJ. After a predefined time t1 the front wash-
ing rollers start to work (motor MR1).

The sensor S2 will detect the approach of the car and will start the following
section, activating the belt C3. Once the car is in the new section, the green light
is turned on allowing the entrance of a new car into the car wash. Sensors Wi are
placed at the exit.

A similar process is repeated in the rinsing and drying sections.
A number of additional binary signals verify the overall operation to prevent acci-

dents from occurring. In particular, there is always an emergency stop button that the
user may activate if something untoward is happening.

Factory automation is often much like this example, only more complex. Home
automation like in a dish washer or washing machine is also of this form.

Process Automation

Factory and process automation are common.
Even complex automation can often be restricted to binary signals, for analysis, de-

sign and implementation.

Fig. 3.15. The automated operation of a car wash

9 Automaton: a device or machine designed to follow automatically a predetermined sequence of op-
erations. The modern analysis of automata can be traced back to John von Neumann and Alan Turing.

3.5  ·  Simple Automata
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3.6 Homeostasis

Homeostasis is a term used in the context of biology, with reference to maintaining
the same desirable condition. Indeed, life as we know it depends on the existence
of a well-regulated chemical and physical environment inside the cells. This chem-
ical and physical balance is maintained through active feedback mechanisms. In
most examples of homeostasis we can distinguish all the functions we find in an
engineered control application: sensing, communication, signal processing and
actuation. In the body the control sub-system is an integral part of our body to
the extent that usually we are not consciously aware of this activity, apart from
those times when we become sick. There is a huge variety of interacting feedback
loops in the human body. Feedback is at the core of such vital things as our body
temperature, the amount of oxygen in our blood, the amount of glucose (the fuel we
use in our cells) and so on. There is at least one feedback loop for almost any particu-
lar chemical that exists in any of our cells.

It is not surprising to find these feedback loops well organized according in a hier-
archy of feedback loops, just as in engineered systems. There are local, fast acting, control
loops that maintain certain variables within acceptable margins. There are supervi-
sory control actions that monitor vital symptoms and kick in secondary feedback
mechanisms in case of major trauma (like bleeding, dehydration, overheating) or ab-
normal conditions due to failures in sensing or actuation, or because of bacterial or
viral invasions. Finally, there is the conscious decision level, where we decide things
like what to eat or drink, or when to exercise or go to sleep all of which have a major
impact on our body functions and require specific intervention by all the lower level
control loops in order to deliver homeostasis.

By way of example we consider somewhat superficially the condition of diabetes mel-
litus, when glucose regulation fails. This section is adopted from Santoso and Mareels
(2002) and Santoso (2003). The word diabetes is derived from Greek and means as much

Fig. 3.16. Glucose regulation in the human body
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as passing fluid and mellitus is Latin for honey-sweet. The word diabetes was coined in
ad 130 by Aretaios of Cappadocia in his book about the disease. Excessive and sweet urine
is indeed a characteristic of having too much glucose in the blood and no appropriate
insulin mechanism to control it, which triggers a secondary feedback through the kidneys
to remove the excess glucose from the bloodstream. The first reference to diabetes is found
in Egyptian literature from 1550 bc. Other early references are found in Chinese, Japanese
and Indian writings. The disease did not receive an effective treatment till the discovery
of the insulin treatment by Banting and Collip in 1922.

Glucose is the most important fuel in the human body. All our organs, not to mention
our brain require the right glucose supply to function properly. Glucose is transported to
the cells via the bloodstream. Maintaining the right amount of glucose in the blood stream

3.6  ·  Homeostasis

Fig. 3.17. Insulin and glucagon production with respect to glucose levels in the blood of a healthy person
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is achieved through an intricate feedback. Too little glucose (hypoglycaemia10) and our
body stops functioning normally (loose consciousness for example), and too much glu-
cose (hyperglycaemia) leads to the awful late-onset complications diabetes is feared for
(especially when our cells are exposed to it over prolonged periods of time).

The supply of glucose is derived from our food, which in our digestive system is re-
manufactured into glucose C6H12O6. The release and storage of glucose is regulated
through hormones (see Fig. 3.16). The brain acts as the main controller and the liver
acts as the main glucose storage. Glucose enters the cells through their surface requir-
ing a glucose concentration gradient being higher in blood than inside the cell. Insu-
lin, a hormone produced in the pancreas, is responsible for re-moving glucose from
the bloodstream. It acts on the cell’s membrane allowing the flow of glucose as well
as storing any excess glucose in the liver (and some gets stored inside our muscle
tissues as well) in the form of glycogen (a polymer derived from glucose) for later use.
Extra glucose is flushed out in urine through the action of the kidneys.

The pancreas also produces the hormone glucagon, regulating the amount of glyco-
gen. If more energy is required, glycogen is converted back into glucose and released
into the bloodstream. The pancreas maintains a base level of insulin and glucagon in
the bloodstream, regardless of blood glucose levels (remember the dual drive in the
antenna Sect. 3.4).

The pancreas increases the insulin in the bloodstream when the glucose levels
rise above 5 mmol/l and similarly increases the glucagons level when blood glucose
level drop below 4 mmol/l (see Fig. 3.17). Physical or mental activity also influ-
ence the glucose level, mainly determined by the intake of food. In healthy indivi-
duals blood glucose is maintained through this mechanism within the range of
3.5 to 7 mmol/l. Less than 3.5 mmol/l is considered hypoglycaemic and more than
10 mmol/l is considered hyperglycaemic. In a healthy individual, the level of glucose
varies with physical activity and food intake. A typical 24-hour record of blood
glucose is displayed in Fig. 3.18.

Fig. 3.18. A blood glucose signal of a healthy person

10This is derived from the Greek, glykys= sweet and haima= blood and hypo= below.
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Fig. 3.19. Insulin injection regime using slow and fast acting insulin preparations

Fig. 3.20. Insulin injection rule, showing how an individual may vary the recommended dosage of slow
and/or fast acting insulin

3.6  ·  Homeostasis

When suffering from Type I Diabetes Mellitus, the pancreas does not produce enough
insulin and the presently prevailing treatment consists in providing insulin through subcu-
taneous injections in response to measured blood glucose levels, expected food intake
(more food requires more insulin) and levels of activity (more activity requires less insulin).

Compared to a normally functioning pancreas, a regime of regular subcutaneous
injections (see Fig. 3.19) is at a serious disadvantage to regulate glucose. The pancreas
monitors the blood glucose level continuously, in closed loop, and applies near instan-
taneous feedback. In the injection regime, the glucose level is in open loop behavior for
extended periods of time (between injections). A typical rule-based control algorithm,
as implemented by the patients, on how to decide how much insulin to inject is graphi-
cally represented in Fig. 3.20.
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Figure 3.21 illustrates the glucose regulation. The main goal is to regulate the level
of glucose inside the cells, Gc, and this level depends on the cell’s workload. The brain
(and the sympatic nervous system acting as the central controller) receives demands
from the cells as well as information about the glucose level in the bloodstream, Gb.
This glucose level is also sensed by the pancreas to determine the production of insulin
or glucagon. The kidney has a rough sensor of the glucose level (by osmosis) to extract
excess glucose. Under normal operation, any time food is processed, the level of glu-
cose increases, the pancreas generates insulin and glucose starts to be stored as glyco-
gen in the liver as well as muscles. This glycogen will be used to regenerate glucose in
periods without food intake, or whenever extra energy is required.

The cell membrane can be considered as a one-way valve (see actuators in Chap. 9).
The insulin acts as to open the valve allowing glucose into the cells. Diabetes is here
illustrated as an inability to open the valve.

The actual system is much more complex. A more careful consideration of glucose
regulation will reveal a plethora of different feedback loops organized in a hierarchical
structure.

Homeostasis and Feedback

Our body relies on feedback. From motor activities, such as standing, walking, grasp-
ing, reading a book, to any other human conscious and unconscious activity (e.g.
metabolic) feedback plays a fundamental role.

3.7 Social Systems

Feedback plays an important role in our society, recall for example the teacher-stu-
dent example from the Introduction, see also Fig. 1.1. Feedback plays a role at the
level of an individual, but also at the level of a collection of people. In a societal con-
text feedback, and its analysis, always experiences a serious problem: what informa-
tion is actually measured? Many social variables of interest are only expressed in a

Fig. 3.21. Glucose regulation
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qualitative and often in purely subjective way (Barbera and Albertos 1994). This makes
it difficult to compare and understand social behavior: even when seemingly identi-
cal information is available, the (feedback) action may be completely different. Some
important variables are easily measured, like age, salary, unemployment rate. In those
instances, the measuring unit is clear, and it is relatively easy to obtain reliable data.
But concepts such as, what is aesthetically pleasing, what is humor, attitude, sadness
or even concentration are subjective and only understood at a qualitative level. In
some cases we may be able to order a concept like good, better and best to compare
different observations, but in other instances even that may be problematic, like an
appreciation of food.

In a social system it is common to have a mixture of signals, some quantitative,
some qualitative. This does not preclude a modeling approach. Relationships between
the variables can lead to a valid understanding of the behavior of the system of interest.
Models in this case will need to relate qualitative and quantitative signals and most
likely will themselves be qualitative in nature. This does not invalidate their usefulness.
After all, we all construct such models (somewhere in our brains) all the time.

Let us consider an example of human-with-environment interaction from a control
system point of view.

From a control engineering stand-point, the human-environment interaction has
all the ingredients that make a closed-loop system. There is sensing, communication,
controlled behavior, decision processes, goals to achieve, disturbances to be rejected
and so on. Can the systems engineering formalism be used as an advantage to probe
this system? With Wiener (1961), we will accept on face value that cybernetics or sys-
tems engineering indeed provides a framework that can be used, and perhaps should
be used, in the psychological analysis of the human-environment system.

The comparison between the behavior in a human-environment interaction system
and the behavior of an engineered control systems will allow one to

� better understand the cognitive processes and their implications,
� develop new theoretical ideas and formulate new hypotheses about psychological

processes based on analogy with the easier understood, simpler engineered sys-
tems,

� apply control strategies to this challenging field,
� highlight differences and similarities between different psychological approaches.

In the human-environment system, purposeful human behavior requires the for-
mulation of goals, the implementation of actions to reach them, and the ability to
evaluate the attainment of these goals. There is an obvious parallel with a control sys-
tem (Barbera and Albertos 1996). The whole point of a control system is to achieve a
control objective (regulate glucose, produce a ceramic tile, point an antenna or deliver
irrigation water). There must be sensors that observe whether or not the control objec-
tive has been realized. At the core of the control system is a control law or algorithm
to compute from the observations which actions the actuators have to take in order to
move towards the realization of the control objective. That the analogy is complete
must not come as a surprise. Indeed we may well argue that it is our own experience
that has dictated the structure of our engineered control loops.

3.7  ·  Social Systems
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In human behavior there is often a multiplicity of goals, often conflicting
goals that guide the behavior at any one point in time. The goals are dynamic,
and influenced by the environment. Through our senses, our cognitive processes
distill information about both our own actions and internal processes, and the envi-
ronment. We constantly form some model that enables us to decide on the next ac-
tions to take. The model is adapted as new information comes available, and our
intentions and our implemented actions are adjusted accordingly. This is really a
complex system.

Intentions of course do not always lead to actions. An intention is a necessary
but not a sufficient condition to act (Kuhl and Beckman 1992). This level of com-
plexity and sophistication is not often found in engineered control systems, or bio-
logical homeostasis. Nevertheless, as control system complexity increases the control
system is organized in a hierarchical way. Under such circumstances it is not in-
conceivable that a local control output, which would normally result in the next ac-
tuator action, is not implemented and instead a higher level controller switches in a
different command. This is very much like the intention-action model commonly
understood in human behavior. As intentions are generated by the model, their enact-
ment is mediated by

� personal perception on how the action may lead to personal goal attainment,
� personal perception on how the action will be judged by the environment, and

contribute to the goals valued by the community,
� personal value judgment, which allows one to construct a partial ordering of all

intentions and possible alternative actions (Barbera and Albertos 1996).

Actions are neither instantaneously, nor univocally determined by stimuli. More-
over, even under similar external conditions, actions will show great variability across
a population of individuals, as each individual will bring a totally different world model
to the present observations. This world model is determined by the total past expe-
rience of this individual as well as its genetic (memory) make-up.

The idea that emotions are fundamental to any motivational analysis is shared by
many psychologists (Zajonc 1984). Emotions are an integral part of our own world
model. They are the result of (our personal) processing of the past, comprising all the
external inputs, our internal reasoning, all our performed actions, and so on. In this
sense our present emotions are seen to be a part of our internal state.

The similarities between psychological variables and those in a basic control loop
are shown in Fig. 3.22.

These psychological variables are difficult to quantify. Accordingly there is much
research and development effort going into trying to correlate these variables with
neuronal levels of activity, using for example functional magnetic resonance imaging
techniques. Other numerical models are based on carefully crafted tests. Notwithstand-
ing, these variables are often more accurately and more sensibly captured using lan-
guage, or perhaps using ideas from probability theory or fuzzy set theory (as a tool for
approximated knowledge representation). These approaches provide a suitable meth-
odology to capture subjective meaning, which is quite difficult to achieve with purely
quantitative procedures.
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3.7.1 Simple Control Structures

Let us consider some basic control structures and see how they are relevant in moti-
vational processes (Barbera and Albertos 1996).

Open-loop control. A system without feedback operates in open loop. Figure 3.23 il-
lustrates this.

Some psychological processes referred to as involuntary processes, or reflexes fall into
this category. Examples include the celebrated experiments by Pavlov11, or the reflex we execute
when our hand comes in contact with fire or extreme heat (variables shown in brackets in
Fig. 3.23). In this case, our actions are not mediated by volition and they are highly repeat-
able. The trigger for the reflex may be based on feedback, but the action itself is played out
without the intervention of further feedback, and the reflex action occurs in open loop.

Closed-loop control. Some processes that are considered as instinctive, but of a more
elaborated nature than a pure reflex, are of this type. For example, when hungry, a baby
searches for its mother’s breast to feed. As the initial objective is achieved, and milk
starts to flow, the baby’s goal oriented behavior changes to obtaining enough milk. Its

Fig. 3.22. Psychological processes

Fig. 3.23. Open-loop control

11Ivan Pavlov, Russian Nobel Prize winner, 1849–1936, famous for his study of conditioned reflexes. His
work prepared the way for the science of behavior.

3.7  ·  Social Systems
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suction action will decrease as the hunger is stilled. The feedback in the process is
obvious, suction intensity depends on a direct comparison between the goal and the
obtained result. Once satisfied, food loses its priority and immediate value and the
baby’s behavior focuses on something else.

The generic structure is shown in Fig. 3.24. The sensor block in the feedback path
executes a relatively complex cognitive process that from the sensory inputs (touch,
smell, taste) and responses from the digestive system determines the baby’s need for
further feeding. This is then translated into motor control to obtain the necessary milk.

Most motivational processes have this closed-loop structure. In particular all those
involving volition. The basic characteristic is that action is determined by a compari-
son between the desired goal and the present state, as determined through our senses.

In applied psychology, it is well-known that feedback plays an important role in
successful dieting. The mere goal or need to lose weight rarely results in successful
weight loss. Clearly first the need must be established, in that the person must be
convinced that there is a need to loose weight. The drive to maintain the diet and its
success over time however depends mainly on continuous feedback about progress.
As each person reacts differently, feedback must take on different forms. For some
peer pressure and regular public weighing sessions are essential. Others only need
regular self-feedback.

Feedforward control. When disturbances can be measured, predicted or effectively
estimated, control can take pre-emptive action to counteract them. Much of our be-
havior is based on our ability to foresee circumstances. For example, driving a car is
almost entirely achieved through feedforward control with little feedback actions
required.

In applied psychology effective treatments to give up smoking or other addictions,
feed forward plays an important role. According to the Action Control Theory (Kuhl
and Beckman 1992), it is important to estimate future disturbances and act on these,
either to eliminate these circumstances, or to provide strategies to deal with these. For
example it is much harder to give up smoking when constantly exposed to a smoking
environment. In such circumstances, effective self regulatory strategies have to be
developed to reach the goal of quitting. The use of medication to keep the addiction
in check may be essential. Feedback plays an important role too. People feel rewarded
and maintain their focus when they have successfully dealt with a difficult situation,
like having a meal with close, smoking friends. It is important to prepare for such

Fig. 3.24. Closed-loop control
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situations and schedule them carefully if at all feasible. These are some of the
feedforward strategies that can be put in place.

Cascade Control. Another typical control structure is the use of cascaded control
loops, such as encountered in the antenna tracking problem, where four cascaded
loops are used to achieve acceptable antenna servo behavior. In general, an inner
control loop regulates an internal variable in order to simplify the control actions
to be taken in the outer loop, where the actual control objective is achieved. Feed-
back simplifies the overall behavior, and this is exploited in the cascade structure.
The idea is illustrated in Fig. 3.25, where it models the behavior of achieving a
medical degree.

The ultimate goal is to become a medical practitioner and to meet this goal
one must complete the university studies leading to the bachelor of medicine.
The curriculum prescribes a subject in statistics. This results in a sub-behavior
in which the required statistical knowledge is assimilated as a matter of com-
pleting the medical training. For many, the entire motivation to complete the sub-
ject is completely divorced from the subject matter, and entirely driven by the
end goal.

As before, the control loop blocks in Fig. 3.25 refer to cognitive processes.

Selective or hybrid control. When control must pursue multiple and perhaps incon-
sistent goals, selection or hybrid control plays a role. The word hybrid here refers to
the mixture of logic or discrete valued signals (like yes or no, or true and false) and
analogue signals. As long as goals do not conflict, a single objective that combines all
the goals in some meaningful way can be pursued. When goals do conflict we may
resolve this conflict by making a choice, or by prioritizing the goals. For instance, we
may be motivated to be very fit and exercise in the gym to achieve this purpose.
However fitness and gym exercises become irrelevant when the doctor prescribes
complete rest because our body must overcome a flu. The control structure involves
a new process, as part of its overall control law, namely the process of choice. The
point is illustrated in Fig. 3.26.

In Fig. 3.26 the blocks, apart from the process, represent cognitive processes. In
general, the goals have a priority that is defined a priori (although we can imagine

Fig. 3.25. Cascade control: Getting the doctor of medicine (MD) degree

3.7  ·  Social Systems
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further cognitive blocks providing the function of prioritization based on past expe-
rience). The selector block acts like a guard, deciding which of the alternative strat-
egies have to be followed.

3.7.2 Other Control Approaches

Many concepts in control systems theory have a clear counterpart or interpretation
in psychological processes. It is obvious that those control approaches that go under
the generic umbrella of intelligent control systems (control systems conceived by the
use of artificial intelligence techniques) are closely related to human behavior, as they
are indeed inspired by our remarkable cognitive abilities.

Learning control. When there is no clearly defined target, or objective, we must learn
what our options are and explore the environment to build up experience. From this
experience we may decide where to explore further or perhaps deduce a valid objec-
tive. There are special control theories devoted to such schemes, like identification for
control (Hjalmarsson et al. 1996; Gevers 1997; Lee et al. 1993).

How we learn to play sports provide an example of such control strategy. At first
we are rather tentative and try to improve the required motor skills in some basic way.
As our motor ability improves, we develop strategies for co-operative or competitive
game play.

In psychology the concept of intention reinforcement plays an important role. This
idea is very much related to control schemes such as adaptive control systems (Mareels
and Polderman 1994; Astrom and Wittenmark 1988).

Multicriteria and hierarchical control. Human behavior is often motivated to attain
a wide range of different goals simultaneously. One particular behavior hypothesis is
that people follow after an infinity of different goals (Hyland 1989).

Fig. 3.26. Physical exercise motivation
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As observed before, in the case of conflicting objectives, choice or priority breaks
the dead lock. When there are multiple reinforcing objectives to be pursued they are
often hierarchically organized.

Where multiple objectives appear at the same level of importance, we try to strike
a balance between the various goals. In optimal control this is known as multi-criteria
optimization. A classical example is the natural time-based conflict that arises when
someone tries to be a top professional and maintain meaningful family relationships
at the same time. Assuming that we indeed do not make an either/or choice between
professional recognition and family recognition, our cognitive processes will provide
us with a status of the partial attainment of either goal. This information is then used
at a local level to further improve achievements towards either goal, but at a higher
level decisions are made as to which resources and at what time either goal receives
priority. The decision process presents itself naturally in a hierarchical way. Hierar-
chical control appears under many guises. The classical Maslow’s (1954) pyramid pro-
vides a good overview.

A particular hierarchy developed for the mind considers:

� Level 1. Unmonitored reflexes and automatic pre-programmed pattern generation,
the open-loop responses.

� Level 2. Feedback control where sensing information is minimally processed and
used for rapid tasks. This is typical for our motor skills. Writing, reading and walk-
ing are good examples.

� Level 3. The information-processing level, where past stimuli are integrated in more
complex representations and more complex plans are formulated. It is at this level
where we anticipate future actions (the feed-forward). Much of our internal mod-
els about behavior, our emotions and the various goals we formulate reside at this
level.

It is at levels one and two of the control hierarchy that much of the important work
in experimental psychology has taken place.

In a different hierarchy four types of processes are identified:

1. a cognitive process that maps circumstances to notions and knowledge,
2. an affective process which changes the circumstance-action mapping that is cur-

rently in force,
3. a cognitive learning routine which builds up the series of circumstance-action rules,

and
4. an affective learning routine which builds up the repertoire of reactions and rules

by which changing circumstances are related to emotions and moods, generating
alterations in the circumstance-action pattern.

Feedback in Social Systems

To some extent, in most of our behavior, we act in order to receive feedback and most
of our actions are initiated by feedback.

Life without feedback would be rather boring.

3.7  ·  Social Systems
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3.8 Comments and Further Reading

It should be clear that the examples we touched upon are but the tip of the iceberg as
far as feedback, control and automation goes. The examples simply reflect some of
the personal interests and experiences of the authors.

Process control and automation in manufacturing is a very serious research and
development topic in its own right, with many important contributions. A popular
introduction is Shinskey (1996), especially useful in a fluid process context. Domain
knowledge is critically important in making automation work, and this is reflected in
the literature. There are specialized books on automation for just about any branch of
industry. Industries that have had a major impact on automation are the automotive,
aerospace and defence related industries. Steel (e.g. Kawaguchi and Ueyama 1989)
mining and petrochemical industries equally have had major developments as do the
utilities, like power and telecommunication. The latter are well-known as examples of
large scale systems (Siljak 1991), at least from an engineering perspective. The internet,
and computing systems more generally are perhaps the first examples of engineered
systems that approach biological systems in terms of their complexity. As the technol-
ogy to interconnect almost any sensor and actuator in our engineered environment
into an internet-like communication network becomes ubiquitous the complexity of
control systems will increase dramatically, but so will the capacity to manage our
environment.

The theory and practice of adaptive systems (Astrom and Wittenmark 1988; Mareels
and Polderman 1994; Goodwin and Sin 1984; Anderson et al. 1986b) has a rich history
in systems engineering, starting from the early work around the so-called MIT rule
(Whitaker 1959) for adaptive control. Learning control, iterative control, extremum
seeking control are all variants starting from this simple idea of a self-optimizing
control law.

The automata and finite state machines as well as their extensions in event-based
systems have equally a long history with many important contributions (Cassandras
and Lafortune 2008). This whole line of work builds on the contributions by Von
Neumann and Turing, who clearly saw their work in the light of cybernetics, see for
example Turing (1992) and Von Neumann (1958).

Equally our discussion of homeostasis is but scratching the surface of where feed-
back and systems engineering play a role or are important to understand biological
processes. Mathematical biology has a rich history, and the developments in systems
biology are just too explosive to be able to do them justice here. For some of the earlier
work where feedback clearly takes center stage, see for example Mees (1991) and
Goldbeter (1997).

The use of systems engineering ideas in social systems and psychology is a natural
extension of the early cybernetics ideas. The origin of which may be found in the
MACY conferences, held between 1946 and 1953 (see, for instance, the American Society
of Cybernetics: http://www.asc-cybernetics.org/). For a contribution discussing cyber-
netics at the level of the behavior of a society, by Norbert Wiener himself, see for
example Wiener (1954).



Chapter 4

4.1 Introduction and Motivation

So far we have seen that signals provide information about systems. Some systems
(measurement devices) measure signals and all systems generate signals. Signals and
systems are essentially inseparable. This chapter focuses on signals.

All signals are obtained from observing over time the physical world around us
using a sensor or measurement system. Sensors extend the capability of our own body
senses: vision, sound, touch, smell and taste. Moreover, we shall see that signals can be
represented with an advantage using a network of simple systems.

In the picture introducing this chapter, the discrete footprints or the continuous bike
trail are both providing position information. Tracking along the trail with a GPS1 re-
ceiver we can associate with the trail a time sequence of absolute positions on the globe.
In this fashion the trail becomes a signal, a function of time. A different signal derived
from the trail could be to observe our velocity and heading as we are following the trail.

Questions like, what is a signal, how do we obtain a signal, how do we communicate
a signal, what properties does a signal have and how do we distinguish signals are
briefly discussed in this chapter. These questions belong to the realm of signal processing.

The same signal may have more than one mathematical or physical representation
that is equivalent from the point of view that different representations carry the same
information. Depending on the circumstances one representation can be much more
instructive or advantageous than another. For example one representation may require
much less storage space on a computer than another, and economy of representation
is important in applications. In particular networks of (simple) systems can be used to
construct signals.

Fundamental to the study of signals and systems is the idea of divide and conquer:
a signal is considered as a combination of much simpler, easier to understand, signals;
or as an output from a network of (simple) systems.

The notion of periodicity, the fact that a signal repeats itself after a finite amount of
time, which is called the period of the signal, is an extremely simplifying notion. Pe-
riodic (or nearly periodic) signals are ubiquitous in nature. Perhaps remarkable but
almost any signal can be considered as an appropriate linear combination of sinusoids,
which form a class of very well behaved periodic signals. Understanding how a signal
can be decomposed into a sum of sinusoids is the object of spectral or Fourier analysis.

Signal Analysis

Divide et impera,
Divide and conquer

1 Global Position System.
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Although the basic ideas of spectral analysis were developed in the early 19th century
by Fourier2 for the purpose of understanding heat and heat transfer, the main appli-
cations are much more recent. Indeed spectral analysis underpins many of the signifi-
cant achievements in compactly representing signals in binary formats; such as

� MP3, the standard for audio file compression developed by the Moving Picture
Experts Group or MPEG as part of the MPEG-1 standard used to encode video and
audio information onto video compact disks, and

� JPEG, Joint Photographic Experts Group, a subcommittee of the International Stan-
dard Organisation, charged with the development of compression and digital stor-
age standards for image information, and

� MPEG, a standard for pictures, video and audio information.

Furthermore, spectral analysis plays a critically important role in such diverse ap-
plications as RADAR (RADio And Ranging), SONAR (SOund NAvigation and Rang-
ing) and radio-astronomy. Perhaps more significant without it there would be no such
thing as a mobile phone or wireless internet.

The chapter starts with an overview of how we may represent a signal, followed how
we may classify signals according to various properties. The main idea of signal pro-
cessing, or how to extract information from a signal is briefly introduced.

4.2 Signals and Signal Classes

As discussed before, signals are functions of time. The collection of all functions of
time is enormous, and one of the main aspects of signal processing is to bring some
order and structure to this unwieldy large collection.

The following basic information which we need to supply in order to define and
understand a signal3, also helps us to distinguish various classes of signals.

� The time interval, called the time domain over which the signal is defined. It can be
finite, or infinite.

� The way we measure time. Time instances can form a discrete collection of points
on a real line, or the time instances can form a continuous interval on the real line.
In the discrete time case, the consecutive time instances can be regularly spaced in
that the difference between successive time instances is constant, or irregular. The
latter has distinct advantages that are exploited to measure periodic signals with
great precision.

� The (numerical) values the signal can take, the signal’s range as well as its units;
discrete, or continuous; finitely many or infinitely many values.

2 Fourier, Jean Baptiste Joseph, (March 21, 1768–May 16, 1830), French mathematician famous for his
study of heat transfer which was published in 1822. He was the first to use sums of sinusoids to ap-
proximate general signals.

3 In practice, how a signal is measured is even more important. Which sensor has been used? How was
the sensor calibrated? Without this vital information a signal is virtually meaningless. It is tacitly
assumed that this information is available.
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In practice as we can only resolve time with finite precision, over a finite interval
of time, and the transducers can only resolve the signal value with finite precision, all
measured signals are defined on a finite set of discrete times and only take finitely
many values. Both domain and range are finite, discrete sets: the value of a signal and
the time instant it happens, if recorded in digital form, will be represented by a finite
number of bits. Unavoidably this introduces errors and information degeneration.
Nevertheless, the abstraction of considering signals as defined on an interval of the
real line and that take on values in a continuum enables powerful analysis tools not
available for discrete valued signals. This raises the question: how do we associate a
signal that has a continuous domain and range to an observed signal that has a dis-
crete domain and range? Models and systems play an important role in answering
this question.

4.2.1 Signals Defined through Mathematical Algorithms

Signals that have a precise mathematical representation in that we are able to compute
the signal value reliably are called deterministic. Some of them are depicted in Fig. 4.1.

Constant Signal
A constant signal is defined as s(t)= a, constant, independent of the argument t. It is
a rather boring signal. For example the speed of light is a constant signal. As it does not
change with time, its derivative (with respect to time) is null. This can be expressed by

(4.1)

Alternatively

(4.2)

In system language, we may interpret the above equations as stating that constant
signals are modeled as the output of an integrator (which is a system) with zero input
and initial value equal to the constant.

Fig. 4.1. Some simple signals represented over a finite interval of time, as continuous valued signals

4.2  ·  Signals and Signal Classes
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Polynomial Signals
A polynomial signal is a finite linear combination of time raised to an integer valued
power t, t2, t3, … , including t0= 1. It is of the form s(t)=a0+a1t+…+an−1tn−1+antn

for scalars ai i= 0, 1, … , n. Such polynomials are said to be of degree n, if an≠ 0, as
this is the highest power of time appearing in the expression.

For example the signal s(t)= 1+ t− t2+ t3 is a cubic polynomial signal, or a poly-
nomial of degree 3.

A constant signal, s(t)= a where a is a scalar, independent of time, is a special case
of a polynomial signal. The importance of polynomials may be appreciated from the
fact that any signal (on some finite interval) can be arbitrarily well approximated by a
polynomial signal. This is a useful property, for instance, to interpolate or extrapolate
signals from its samples. This result is due to Weierstrass4.

A ramp signal is a first order polynomial signal of the form s(t)= at+ b for some
scalars a, b. A ramp signal can represent the position of a photon along a glass fiber
in a telecommunication network or the shaft angular position under constant angu-
lar speed. The derivative of a ramp signal is a constant signal. In fact, if s(t)= at+ b,
its derivative is

Quadratic polynomials, that is signals of the form s(t)= at2+ bt+ c for some
scalars a, b, c are useful to represent the trajectory of a golf ball, or the trajectory of a
ballistic missile such as an arrow. Again, its derivative is a ramp signal and the second
derivative is a constant signal

A simple network of systems that computes any polynomial of degree 3 or less is
represented in Fig. 4.2. The network consists of only two different systems, adders
and multipliers, arranged in a linear fashion from left to right, alternating an adder
followed by a multiplier. The multipliers, apart from the first multiplier on the left,
receive two inputs, namely the time instant at which we want to evaluate the polyno-
mial signal and the output of the adder to its left. The first multiplier receives as input
the leading coefficient as well as the time instant. The adders receive also two inputs,
a coefficient of the polynomial to be evaluated and the output of the multiplier to its

4 The result is known as the Weierstrass approximation result. Karl Theodor Wilhelm Weierstrass, 1815–
1897 was a German mathematician, best known for his work on complex function theory. He is one of
300 mathematicians who had a lunar feature named after him: the Weierstrass Crater.
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left. It is easy to see how to construct a network to compute all polynomials of any
degree, which will contain as many multipliers and adders as the degree of the poly-
nomial we want to compute.

An alternative format to obtain polynomial signals is to use a cascade, or series
connection of integrators with a constant input, and each integrator has some initial
value. See also Fig. 4.3. The advantage over the previous system is that here the inputs
are constants.

Exponential and Sinusoidal Signals
Exponential signals are of the form s(t)= beat, where a, b are scalars and e is a positive
scalar5 It is easy to realize that as time progresses that the signal value will grow if a > 0
and it will decrease to zero if a < 0, although it will take and infinite amount of time
to vanish. This evolution is referred to as exponential decay to zero.

Exponential signals can be defined as those signals that are proportional to their
derivative:

Fig. 4.2. A network of systems that computes arbitrary polynomial signals up to degree three. The ex-
ternal inputs to the network are the signal t, and the constant signals a, b, c, d the coefficients of the
polynomial signal. The network computes a number of different polynomial signals of degree 1 to 3.
Identified as outputs of the network

Fig. 4.3. A cascade of three integrators that computes arbitrary polynomial signals up to degree three

5 e is approximately 2.718281828 and sometimes described as Euler’s number. Euler, Leonhard 1707–1783,
German mathematician, one of the most famous mathematicians in history with contributions across
many different fields.

4.2  ·  Signals and Signal Classes
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This property will be very useful in analyzing signals because anytime we encoun-
ter an equation of the form

(4.3)

then it means that y(t) is exponential, that is, the solution of Eq. 4.3 is an exponential
function.

Signals of the form s(t)= hsin(2πt /T+ φ) are called sinusoidal signals. We have
already seen these kinds of oscillating signals in Fig. 2.12, when dealing with a friction-
less mass and spring system. The signal is defined by three parameters: the amplitude, h,
the period, T, and the phase, φ . This a fundamental class of periodic signals.

Exponential, sinusoidal signals, a product of an exponential and a sinusoidal signal
and linear combinations of such signals are of particular importance in the study of
linear systems.

Also, exponential and sinusoidal signals are closely related. If in eat the scalar a is
complex a= jω , with ω  real and j the symbol to denote √(−1) then the signal is ac-
tually a complex sinusoidal signal, namely e jω  t= cos(ω t)+ j sin(ω t) (this relation-
ship is due to Euler).

Complex Numbers

A complex number is composed of two parts, a real part and an imaginary part, usu-
ally written as z = a + j b. Here j represents the unit in the imaginary component. It
has the property that j 2

= −1. a is called the real part and b is the imaginary part of
the complex number z. Complex numbers can be seen to correspond to points in
the plane.

A complex number can be represented by its modulus and argument, defined as

respectively. Introducing,

any complex number can be written as

(4.4)

To add two complex numbers, add the real and imaginary parts as:

(a+ j b)+ (c+ j d)= (a+ c)+ j (b+ d)

To multiply two complex numbers, use the following recipe:

(a+ j b)(c+ j d)= (ac− bd)+ j (bc+ ad)

from which it follows that j 2
=−1.

From the above, a rather remarkable property can be deduced:

ejπ=−1
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Radioactive decay for example is modeled using exponential signals, as in fact the
change in radioactive material is proportional to the amount of available material. Thus,
it can be modeled as in the Eq. 4.3.

The swinging arm of a pendulum is modeled using sinusoidal signals. If there was
no friction in the pendulum a purely sinusoidal signal would be observed. In the pres-
ence of friction the response would be a sinusoid whose amplitude is decaying like an
exponential. This is illustrated in Fig. 4.4, showing a clear analogy with the damped
mass and spring evolution shown in Fig. 2.13.

Sinusoids form a class of time functions particularly well suited to describe peri-
odic phenomena. In order to illustrate what a sinusoid is and how it is closely related
to linear systems we elaborate a little. Consider a clock with a single hand and assume
that the hand rotates at a constant angular speed that is the angle the hand sweeps
through is proportional with lapsed time. The length of the orthogonal projection of
the hand onto any diameter of the circle traced by the hand defines a sinusoidal signal.
A similar arrangement is found in a slider-crank mechanism illustrated in Fig. 4.5 that
converts rotary motion into a horizontal back and forth motion6. Clearly the linear
displacement signal is periodic, because the position of the hand is a periodic function
of time and also of angular position7.

Fig. 4.4. The angle of a swinging pendulum subject to friction

6 If the conversion is considered the other way around, a back and forth motion can be converted into
a rotary motion, in this form it is applied in steam locomotives.

7 Newtonian mechanics gives us a model for uniform rotary motion, if r = (x, y) represents the po-
sition of the hand, with mass m, with respect to the fixed point around which it rotates, then the
following balance equality holds: acceleration times mass + centripetal force = 0. Mathematically,
it is mr

..
+ mω 2r– = 0, or deleting the mass, we get the dynamic motion equation r

..
+ ω 2r– = 0. The

projection of this position onto the horizontal satisfies x
..

+ ω 2x = 0. The solutions of this equations
are called the sine functions.

4.2  ·  Signals and Signal Classes
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Usually a sinusoidal continuous time signal is represented as

(4.5)

The word “sin” is the mathematical abbreviation for the sine function. t represents
time, measured in seconds and the angle φ , measured in radians8, is known as the initial
phase of the signal, and S0 is the maximum value (magnitude) of the signal. The phase

Fig. 4.5. A slider-crank mechanism converts a rotary motion into a periodic linear motion. A rotary
motion with constant angular velocity leads to a sinusoidal linear motion

Fig. 4.6. How uniform rotation and sinusoids are related

8 Radian is a unit for angle measurement and there are 2π  radians in a full circle. Essentially an angle
is measured by its arc length on the circumference of a circle with unit length radius. π  is a tran-
scendental number, it is the ratio of the circumference of a circle and its diameter, approximately
given by π = 3.1415926535.
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determines the time reference. ω  is known as the pulsation of the sinusoid, being ex-
pressed in rad/s (radians per second). h is known as the amplitude.

T= 2π / ω  is the period. The frequency is the number of periods per unit of time,
ν= 1/T. The unit of frequency is Hertz9, abbreviated as 1 Hz= s−1. When φ=−π/2
the function is called cosine and denoted as cos(ωt)= sin(ωt− π/2).

4.2.2 Periodic Signals

The swinging arm of a grandfather clock or metronome (Fig. 4.7) ticks periodically.
By design it measures equal time intervals between the extreme positions of the swing-
ing pendulum. By way of illustration, the angle of the pendulum is graphed against
time in Fig. 4.8. Obviously there is a part of the picture that repeats itself; we say that
the angle is a periodic signal.

A signal s is called periodic, provided there is a time interval T such that shifting the
signal over T units of time leaves the signal unchanged, that is s(t)= s(t+ T) for all
time t. The smallest time interval with this property is called the period.

9 The unit is named in honor of Heinrich Rudolf Hertz, who was born on February 22, 1857, in Ham-
burg, Germany and died January 1, 1894, in Bonn, Germany. He studied engineering and became a
Professor of Physics at Karlsruhe University at the age of 28. In 1885 he succeeded in the first practical
demonstration of electromagnetic waves that were predicted by Maxwell’s theory of electromagne-
tism, which paved to road to wireless communication.

Fig. 4.7. A metronome is used to provide a reference of time

4.2  ·  Signals and Signal Classes
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Periodic phenomena are quite common, and in our modern society we have chosen
to organize our lives according to periodic phenomena. We are used to yearly, seasonal
and daily patterns. In biology, heart rhythms, breathing rhythms and hormone cycles
play an important role. They are not really periodic but nearly so (in fact periodicity
normally indicates that something is wrong). In engineering systems, periodic motion,
because of its simplicity, is everywhere. The shaft of an electrical motor or generator,
the position of a cylinder in an internal combustion engine, the angle position in a gear-
box, the read-position of a compact disk player or tape-recorder are all characterized by
periodic signals. Also the tones produced by musical instruments, traffic light and train
schedules, all of these are periodic signals or can be modeled as periodic signals.

A portion of a particular periodic function is illustrated in Fig. 4.9, in principle the
time axis has to be extended indefinitely (both forward and backwards in time), but of
course we cannot represent that in a picture.

A periodic signal is deterministic and predictable. Indeed it suffices to observe a peri-
odic signal over a single period in time (it does not matter which period is observed) to pre-
dict its value for any instant (in the future) or reconstruct its value for any instant in the
past. All periodic signals are deterministic, but not all deterministic signals are periodic.

Fig. 4.8. A metronome’s angle plotted against time or a so-called (periodic) saw-tooth function

Fig. 4.9. A periodic signal, with period 1
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Moreover almost all periodic signals of period T can be represented as a sum of
sinusoidal signals (Eq. 4.5):

(4.6)

1/T is called the fundamental frequency, the multiples being denoted as harmonics.
Such expressions are called Fourier series. The concept is illustrated in Fig. 4.10, where
a discontinuous wave of period 2π  is successively approximated by its fundamental
and the first 3 harmonics. Notice that the approximants are continuous periodic func-
tions. Hence we have to be careful in which way we interpret that the approximants are
indeed close to the function of interest and get closer as we include more harmonics10.

Fig. 4.10. A periodic signal, with period 2π , successively approximated using the first 3 harmonics

10A usual measurement of the goodness of the approximation between two periodic signals is to evalu-
ate the total error or difference between signals over one period. The cost or error index can be ex-
pressed in different ways, the integral of the square error along a period being the most popular one.
In the next chapter, the Least Square index will be used to measure the approximation degree (the
“fitness”) in generating arbitrary signals.

4.2  ·  Signals and Signal Classes
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Appropriate sums of sinusoidal signals can be used to approximate arbitrary sig-
nals. This class of signals has enormous flexibility. For almost any signal s(t) it is pos-
sible to find an appropriate collection of amplitudes and frequencies and phases to
approximate s(t) as a sum of sinusoids. Observe that although each term in such sum
is a periodic signal the sum is not necessarily periodic. If there are finitely many terms in
the sum, we say that the signal is quasi-periodic. In general the signal represented as a
sum of sines, with arbitrary pulsations, is not periodic, being also referred to as aperiodic.

4.2.3 Stochastic Signals

So far we discussed signals that can be represented as sums of sinusoidal signals. All
such signals are deterministic, they are entirely prescribed.

Nevertheless as soon as a signal is measured, or indeed generated in some way it
will contain some unpredictable aspects that are rather a property of the way the
measurement was taken than of the signal itself.

The process of measurement required to observe any signal typically involves some
irreproducible effects (that are being minimized of course to ensure that measurement
represents the signal of interest with great fidelity) due to the measurement technique.
To capture this notion of irreproducible effects, the term stochastic or random is used.

In describing a random signal, it is more important to understand the ensemble of
possibilities than the particular realization of the signal. A typical example of a highly
unpredictable, random signal is the outcome of a series of dice throws. At each instant
of time the outcome of the dice is a random variable that takes on integer values be-
tween 1 and 6. If the dice are so-called fair, all of the outcomes are equally likely. So, in
a long sequence of throws we may expect to see an equal number of occurrences for all
the possible outcomes of a dice throw. The reason why the throw of a dice is considered
random is because we are not able to precisely control the experimental conditions of
the throw. Every time we throw the dice the conditions are slightly different, resulting in
a different outcome. However if a machine was designed to throw the dice in a reproduc-
ible way, it would create a very predictable and actually a constant outcome for each throw
of the dice. A single observation of the result suffices to predict the signal forever.

Just as we cannot predict the outcome of a dice throw, in most measuring devices
the precise conditions of taking a measurement are also never entirely reproducible, or
precisely known, and to describe this we use the notion of random signals. The calibra-
tion of an instrument is about understanding and characterizing the ensemble of
possibilities of the map from signal value to measurement value.

Random signals are also used to represent things we do not know, or cannot pos-
sibly know. For example in the process of sampling the air pressure impact on a micro-
phone and representing it as an integer for recording onto a compact disk involves by
necessity a selection of an integer nearest to the (scaled) measurement. Some form of
rounding error is introduced. The outcome of the rounding process is quite determin-
istic; given a reading of the air pressure by the transducer there is precisely one integer
that captures this reading best. However given the integer representation, it is not clear
at all which air pressure this actually came from (there is a whole range of air pressures
that could have lead to the same integer). To capture this lack of knowledge, we often
model the actual air pressure as the measurement (known) plus a random component
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that represents the unknown rounding error. Such a representation is very useful when
comparing different signals, for example when discussing the sound fidelity of different
recording techniques. Is analogue better than digital? The answer lies in the nature of
these random components (there are random components in both recording techniques).

Randomness also allows us to define the behavior of signals not precisely known.
For instance, if we consider the position of a mechanical shaft, some internal vibra-
tions may influence its position in a complex way we do not want (or we are not able)
to model. Then the position is considered to be disturbed by a random signal.

4.2.4 Chaotic Signals

The emphasis on reliable computation in defining a deterministic signal is important.
The mere availability of a recipe or algorithm to compute a signal may not be suffi-
cient nor practical for its actual computation.

For example, the recipe s(n+ 1)= 4 · s(n) · (1− s(n)) for n= 1, 2, …  with a starting
value s(1) in the interval (0, 1) appears reasonable enough. Yet, due to the nature of the
recipe and because computers have only a finite collection of numbers to work with, the
actual recipe cannot be used to compute the signal over an arbitrarily long interval. In-
deed, in order to compute s(n) with a precision of N bits requires one to specify s(1) to
N+ n− 1 bits11. For large n this is not a practical proposition, as the required computing
resources grow linearly with n. The sequence s(n) is characterized as chaotic. (See Fig. 4.11.)

We can use this loss of precision as time progresses to our advantage (every coin has
two sides). Indeed, if we had known that the signal s obeys this relationship, and we measure
a sequence s(1) to s(n) with an instrument that provides us the values of s with x bits of
precision, then we are able to determine s(1) to x+ n− 1 bits of precision.12

Fig. 4.11. A short sequence of observations of the chaotic signal s(n+ 1)= 4 · s(n) · (1− s(n)), for
n= 1, …, 10 with s(1)= 0.241

11Loosely speaking that is, the statement is correct for large n and is generic in the choice of s(1). For example
it certainly is not a true statement for s(1) = 1 or s(1) = 0 or s(1) = 3/4 to pick but a few exceptions.

12Measuring s(1) and s(2) provides us 2x bits of information, but because we know how s(2) is gener-
ated from s(1) through the recipe, we can infer 1 bit of additional information about s(1).

4.2  ·  Signals and Signal Classes
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A digital computer implementation of this algorithm will not be able to truly generate
the chaotic signal we refer to above. Indeed as the computer can only represent finitely
many different numbers between 0 and 1, any sequence generated must eventually repeat
itself, i.e. the computer generated signal using this algorithm is necessarily periodic
due to approximation errors. This phenomenon is known as the collapse of chaos.

4.3 Signal Transforms

As indicated the collection of sinusoids may not be the best collection of functions to
represent the signals of interest. Different signal environments require their own ap-
propriate collection of basis functions. Representing a time function as a linear com-
bination of a collection of basis functions is in general called a signal transform.

The Fourier transform, which generalizes the Fourier series (Eq. 4.6) is one such
transform. It uses as basis functions the class of sinusoids of any pulsation. Almost any
signal s(t) can be represented in a unique manner as a (infinite) linear combination of
sinusoids:

(4.7)

(4.8)

The Fourier transform F(ν) is often called the frequency domain representation or
the spectral representation of the (time domain) signal f(t). In signal processing, the
terms spectrum and bandwidth refer to how important particular pulsations are in its
Fourier transform, and this part of the spectrum that contains half the total energy of
the signal respectively.

The energy of a signal equals the integral over time of the square of the signal. It is
an important theorem13 in Fourier analysis that states that the energy as measured in
time domain, equals the energy measured in frequency domain (the theorem is a lot
deeper than it sounds).

(4.9)

There are many different types of transforms. Some are more useful than others.
The usefulness of the transform depends on the properties of the basis functions and
the ease with which one can go from the signal to its transform representation and
back again.

Other transform methods that are well documented in literature, and are particu-
larly well suited to the study of linear systems are the Laplace14 and the z-transform.
The Laplace transform is for continuous time signals, and uses as basis functions the
class of signals eat cos(ωt) and eat sin(ωt), which are conveniently summarized in com-

13The theorem is due to Michel Plancherel, Swiss mathematician, 1885–1967.
14Pierre-Simon Laplace, 1749–1827, famous French mathematician, well-known for his contribution to

statistics and mathematical astronomy.
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plex notation as e(a+jω)t. This transform needs a complex variable to specify the basis
functions s= a+ jω . The transform is a complex valued function. There is an inverse
transform, taking us back from the complex transform function to the time domain
signal. There are mathematical tables that summarize typical functions and their Laplace
transforms. Formally, the Laplace transform of the signal f(t) is given through an integral:

(4.10)

where s is a complex variable. F(s) denotes how important the basis function est is in
the representation of f(t), which is known as the inverse Laplace transform:

(4.11)

For example the following Laplace transforms are easily computed based on the
previous definition:

Among the many properties of this transform we must mention two. First linearity:
the Laplace transform of a linear combination of signals is the linear combination of
their Laplace transforms. Also, the Laplace transform of the derivative of a function is

(4.12)

These two properties are useful in representing linear systems in continuous time.

Representing Signals As Sums of Sinusoids

Arbitrary signals measured over some time interval can be approximately represented,
to any degree of accuracy, by a sum of sine functions. The collection of frequencies
required to represent the signal is called its spectrum. The signal’s bandwidth is that
interval of frequencies that represent half the signal’s total energy.

4.4 Measuring a Signal

Signals are measured through the use of some sensor or measurement system. The
signal to be measured is its input, whereas some disturbances may act on it, and the
output of the sensor is the measured signal.

Measured signals always differ from what we really intend to measure (see also
Fig. 4.12). Indeed more often than not, the very act of observing or measuring signals
changes what we expected to observe. Also the sensor may be influenced by other sig-
nals that may exist in the environment, besides the desired signals. These signals we
typically call noise or disturbances.

4.4  ·  Measuring a Signal
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Other differences between signal and measurement are due to the limitations of the
sensor itself. Neither the resolution in time nor in signal value is arbitrarily small. Also
the dynamic response of a sensor is limited. Signals cannot change too fast or the sensor
will loose track, neither can the signal be too large, or the sensor will saturate or even fail.

4.4.1 The Size of a Signal

In characterizing a signal as well as studying the effect signals can have, the property
of size matters. Signal size can be measured in a variety of ways.

The maximum value of the absolute value of the signal is one measure of size, often
used because of its simplicity. The same can be said about the maximum magnitude of
the frequency components of the signal. Nevertheless, a simple maximum has the dis-
advantage that the maximum value may represent a rather exceptional circumstance
for the signal; for example a signal that takes on a large value for a very short period
of time only. A measure of size that captures more the average of the behavior over
time is often more appropriate. For instance, in a chemical plant the transient instan-
taneous composition may not be that relevant (as long as it is safe) and what matters
more is the average composition. Also, when monitoring a signal around a specified
value, a small deviation sustained over a long period of time is often more important
than a short transient large deviation.

For signals, like sinusoids, a measurement averaged over a period may be more
appropriate. In order to always get a positive value of the size we can consider the absolute
value, |s(t)|, or the square of the signal, s2(t) averaged over one period T such as

(4.13)

The following measure is common in power engineering:

being referred to as the root mean square value, rms for short. For instance, when we
say that voltage of the electrical power we use at home is an alternating signal, a sinu-
soid, of 230 V (Europe), or 120 V (USA) or 240 V (Australia). This number 230, 120 or
240 is precisely the rms value of the domestic voltage wave in that locality. It has the
physical meaning of identifying a DC voltage (constant voltage) with the same energy
over one period as the actual AC (periodic, sinusoidal) voltage.

Fig. 4.12. Measuring signals requires a measurement system
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4.4.2 Sampling a Signal

The basic idea of sampling a signal is presented in Fig. 4.13. In Fig. 4.13a the underly-
ing signal (bold continuous line) is sampled regularly in time. Samples are indicated
by the small rectangles. Because there is a minor jitter in the actual time instants that
a sample was taken and because the signal value is resolved with a certain finite pre-
cision, a sample point only informs us that the actual signal passes somewhere through
the small rectangle centred at the sample point. Regular sampling in time is very com-
mon. It is used in almost all video and sound recording techniques. For example CD
(compact disk) audio is typically recorded with 44 100 samples per second (the differ-
ence between sample instants is about 23 micro seconds) with 16 bit resolution, or
65 536 different levels of sound intensity. Depending on the recording technique there
may be a single sound channel, so-called mono, or two sound channels, so-called ste-
reo, and more channels (as many as 7) for surround sound effects.

In Fig. 4.13b the underlying signal is sampled regularly in signal value, or range
space. This is very common in supervisory control and data acquisition (SCADA) sys-
tems. For example if we want to monitor a liquid level in a tank, it is more useful to know
when the liquid level reaches a certain level than to know what level the liquid has at a
given time (especially if we want to avoid spilling and/or have to maintain a minimum
level). In this case the rectangles are wider in the time domain than the range domain,
as we need to determine time. There is also a small error in the threshold detection.
Typically, for slowly varying signals, regular sampling in range space rather than do-
main space provides a good representation of the signal with far fewer samples re-
quired than regular sampling in time. The advantage and disadvantage of sampling in
domain space is that the sampling rate varies with how the signal varies over time.
Regular sampling in range is also called Lebesgue sampling15 or event-based sampling.

Fig. 4.13. Sampling of continuous time signals (the solid curve). The sample values are indicated by
small circles. a Sampling regularly in time. b Sampling by signal levels or Lebesgue sampling

15Henri Lebesgue, 1875–1941, French mathematician, famous for his formulation of integration and
measure theory. He is one of the mathematicians with a lunar feature named after him.

4.4  ·  Measuring a Signal



104 Chapter 4  ·  Signal Analysis

4.4.3 Sampling Periodic Signals: the Aliasing Problem

Let us consider what happens if we sample a periodic signal. Assume that the
sampling process is ideal in that it measures a signal instantaneously and with
infinite precision. Consider equidistant samples are taken, that is the sampling
instants are tk= kTs, for integer k and where Ts > 0 is the sampling interval. Sampling
the sinusoidal signal (Eq. 4.5), s(t)= h sin(ω  t+ φ), leads to the measured signal ss

given by

(4.14)

Sampling with a sample period Ts that is rationally related to the period of the signal s
leads to a discrete time periodic signal ss, and there is an integer K such that
ss(k+ K)= ss(k) for all integers k. This is the case when

is a rational number. The period of the sampled signal in time units is KTs. It
is at least as large as the period of the signal s itself, (KTs≥ T), see for example
Fig. 4.14.

For Ts= T we actually obtain that ss is a constant signal! This phenomenon is called
aliasing. Aliasing can only be avoided provided 2Ts < T, or the sampling frequency
fs= 1/Ts must be at least twice the frequency of the signal we want to sample. The
sampling illustrated in Fig. 4.14 satisfies this criterion. This fundamental observation
is due to  Nyquist16 and Shannon17. It applies in great generality when sampling a
particular signal (not necessarily a periodic one) with a constant sampling frequency,
then this sampling frequency must at least be twice the largest frequency in the signal’s
spectrum in order to avoid aliasing. The nature of the significant loss of information
associated with aliasing is illustrated in Fig. 4.15.

Aliasing can be avoided by ensuring that the signals we are going to measure are
sufficiently slow, or by preprocessing the signal before samples are taken and elimi-
nating all the fast signal variations that would lead to aliasing. This requires a so-called
anti-aliasing filter.

16Harry Nyquist, born in Sweden February 7, 1889, died in the USA April 4, 1976. He was a telecommunica-
tions engineer who made important contributions to information theory and systems theory. He came
to the USA in 1907, and obtained a Ph.D. in physics at Yale University in 1917. He worked as a research
engineer at the Bell Telephone Laboratories until his retirement in 1954. He is one of the inventors of the
fax machine.

17Claude Elwood Shannon, 1916–2001, is the founder of information theory with his famous paper A
Mathematical Theory of Communication published in the Bell System Technical Journal (1948). He was
trained as an electrical engineer and mathematician. He developed the sampling theorem independent
of Nyquist. He is best known for his computation of the available capacity of a communication channel.
He obtained his Ph.D. at MIT for his analysis of a mechanical compute engine to compute the solutions
of ordinary differential equations.
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Periodic Sampling of Signals: the Nyquist-Shannon Criterion

Periodically sampling a signal without loss of information requires a sampling fre-
quency equal to twice the largest frequency contained in the signal’s spectral con-
tent. In practice this is enforced through the use of an anti-aliasing filter. This filter
ensures that the signal to be sampled at frequency fs has a spectral content below 0.5fs.

Fig. 4.14. A sinusoidal continuous time signal with period 8 sampled with a sample period 3 yields a
periodic discrete time signal of period 24

Fig. 4.15. The sine function sin(2π f1t) with frequency f1= 0.4 Hz and the sine function −sin(2π f2t)
with frequency f2= 0.1 Hz yield the same sampled data sequence when sampled at 0.5 Hz

4.4  ·  Measuring a Signal
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4.5 Signal Processing

Reconsider Fig. 4.12 and denote y=M(u, d). There is always a difference between the
signal that is the output of the measurement system y and the signal of interest that
was an input to the measurement system u. Signal processing is concerned with un-
derstanding signals, and in particular is interested in recovering the signal that should
have been measured. In other words, signal processing is interested in the question
can we find another system SP that acts on y and recovers u such that, for example, the
signal SP(y)− u or equivalently SP(M(u, d))− u is small in an appropriate manner.

Determining u from information about M, the measurement process, and perhaps
some information about the disturbance d, and of course given the measurement y is
often a difficult, even an ill-posed problem.

One way of making the problem (much) easier is to impose structure on the input. For
example let us assume that u can take on only binary values, for example at any instant of
time u(t)= 1 or −1. This simplifies matters considerably, and allows us to safeguard against
noise and imperfect measurements. That this can be done successfully goes a long way
towards explaining why we live in a world where information is stored and communicated
in digital format. The same is true for the natural world as well. Indeed, the program for
life is encoded in DNA using an alphabet of 4 symbols. That copying, duplicating and
executing the program encoded in DNA can be done with very high fidelity despite the
randomness of many biological processes is clear from the fact that life still exists today.

Coding and Compressing

By way of trivial illustration, assume that u(t) ∈ {−1, 1} is binary. Let the measurement
process simply add noise n. So that y= u+ n. As long as the noise is bounded, for
example |n(t)| < 1, it is possible to recover the signal u from y by simply selecting the
sign of the output y; indeed u= sign(y)= sign(u+ n). This is illustrated in Fig. 4.16.

In the engineered world, dealing with binary signals is the subject of digital signal
processing. When addressing questions about the complexity of binary signals we ex-
ploit information theory, initiated by Claude Shannon in his famous 1948 paper. Com-
plexity theory addresses questions like: How many different signals are there? The
question is pre-conditioned on accepting that signals are only observed via a measure-
ment process with a finite resolution capacity. In such circumstances, it is natural to be
interested in two particular problems:

1. How do we safeguard a (binary/digital) signal against corruption by other signals?
2. How can we minimize loss of information if we have to reduce the signal represen-

tation because for example we do not have enough capacity to store it or transmit
the signal.

The first question is addressed using coding methods. Coding methods build re-
dundancy into the signal for storage, retrieval and communication purposes. Redun-
dancy, achieved in a standardized manner, helps in safeguarding against noise. Many
errors that may occur in retrieval or transmission can be undone by exploiting the
known redundancy in the signal.
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The second question belongs to the realm of compression methods. Here we delib-
erately reduce the number of bits we use to represent a signal, by doing this in such a
way that the essential information is as much as possible retained. Often it is possible
to reduce the bit length of a signal by exploiting natural redundancy in the signal.
These methods are called lossless compression. Lossless compression cannot in general
achieve a great reduction in bit length, but it can be undone. Lossy compression meth-
ods on the other hand can reduce bit length significantly, but the operation cannot be
undone: information is lost.

4.6 Recording and Reproduction

Of course the physical world is not digital to begin with. There are a lot of signals that
are not digital, like music. In order to store music digitally we need to build systems
that link from the analog world to the digital world and back again.

The main idea is really that we have used a set of basis functions, here the sinu-
soids with harmonically related frequencies, to represent a measured signal. The
economy of this representation and its ability to cope with measurement errors ex-
plain its utility as illustrated in the above example. In different signal environments
a different set of basis functions can be more appropriate, but the same ideas will
apply. There is an interesting trade-off here. By enriching the set of basis functions
we obviously are able to model more, but at the same time measurement errors will
be able to be modeled as well, and hence we risk to be more sensitive to measurement
errors. The fewer basis functions we allow for, the less we are able to model but at the
same time we can reject a lot more. From the scientific method point of view, the
latter is to be preferred.

One instance where sinusoids are definitely not the right function class to model
with is when the signal is a spike train, mostly zero, but once in a while a peak occurs.

Fig. 4.16. A binary signal recovered from its noisy variant. The measurement error is limited in magni-
tude by 0.95 in the figure. The original signal is represented by the crosses, and the recovered signal by
the open circles and the dots represent the corrupted, measured signal

4.6  ·  Recording and Reproduction
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Fig. 4.17. A sine function sin(2π t) sampled with sample period Ts= 0.1 with a uniform random mea-
surement error in the range (−1, 1)

Fig. 4.18. The fourier series representation of the sampled signal Fig. 4.17. The period is clearly identified

(These signals are often used to model neural activity in a brain.) Such signals have a
very broad spectrum, and as a consequence the time domain representation is far more
compact than is the frequency domain representation. This observation is a manifes-
tation of the uncertainty principle associated with the Fourier representation: when a
signal’s energy is localized in a small subset of the time domain then its spectrum
occupies a large subset of its frequency domain (and also when a signal’s energy is
localized in a small subset of the frequency domain, than its energy is spread over a
large subset of the time domain). This is illustrated in Fig. 4.19.
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4.6.1 Speech Recording and Reproduction

These ideas have a clear interpretation in dealing with playing and recording music
or just treating human speech, as discussed in the first chapter. In a sheet of music the
composer specifies both time intervals (the beats) and frequencies (the notes) in order
to define the music signal. The shorter the note’s time interval the less accurate its
spectrum can be defined, and the less accurate the note has to be specified. The longer-
in-time notes can be much better localized in frequency and therefore need to be
produced more accurately to achieve the desired effect. The problem is not that pro-
nounced as for most notes the time interval is actually quite long compared to the
period, so the frequency specificity is good. The uncertainty principle is however
clearly linked with the way the music scales work, as it determines how many notes
can sensibly be distinguished.

By way of illustration of the power of modeling signals with sinusoids, consider
speech or music coding. The key observation is that a sinusoid is a rather complicated
time function, but it has a point support spectrum. In other words, a complex time
function can be stored as a single frequency point, and to be complete as an amplitude
and phase. That is an important reduction in the amount of storage required to repre-
sent the time function. For example, in creating a digital piano sound, one could record
the sounds generated by hitting a key and store these for later play back. Much more
economical is to sample the sound, identify the spectrum of the sound, and store the
spectrum information, which can be used to regenerate the sound as required. This
combined with an understanding of the human ear as a sound transducer helps us to
create very economical representations of speech and music.

Figure 4.20 indicates the typical sensitivity of the human ear. The audible spectrum
ranges from about 50 Hz to 20 kHz, i.e. the human ear is able to perceive a pure tone
of such frequency. This explains for example why CD audio quality sound is sampled

Fig. 4.19. The broad spectrum of a spike train (128 time samples, 128 fourier terms)

4.6  ·  Recording and Reproduction
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at 44.1 kHz with a resolution of 16 bits (that is 215
= 32 768 different levels of sound)

over two audio channels. The Nyquist sampling criterion indicates that we need at least
to sample at 40 kHz if we want to be able to identify and represent a 20 kHz sinewave.
This is a theoretical limit, which can be reasonably well approximated. The practical
CD coding is only about 10% above the absolute lower limit, which tells us that the
coding technique employed in CD recorded sound is quite powerful.

As indicated in the Fig. 4.20 most of speech is restricted to the frequency band of about
400 Hz to 8 kHz. For telephony purposes it suffices therefore to sample at about 16 kHz.

Of course speech is not a periodic signal, yet analyzing it using the Fourier series
ideas underpins much of audio processing. For example in speech processing, speech
is first sampled at a high sampling rate, say 25.6 kHz. Then one considers slices of 20 ms
in duration. Each of these slices (512 samples in length) is then considered as a period
of a periodic signal and equivalently represented using the discrete Fourier series to
analyse its spectrum. The spectra obtained in this manner are useful to distinguish
and then synthesize the different sounds used in speech. See for example Fig. 4.21, where
the sound bet is represented in time-domain and every 20 ms time slice is represented in
frequency domain. Such a representation is also called a time-frequency representation.
The usefulness of the process stems from the fact that the amount of storage space re-
quired for the spectra is a lot less than the equivalent time domain sampled signal. The
signal’s energy is spread out in time domain, and more localized in frequency domain.
This process can be used in reverse to synthesize female or male sounding voices that read
out an arbitrary input text. A similar process can be used to create a digital piano.

The economy afforded by the frequency representation of the speech signal can be
further combined with knowledge of the sensitivity of the human ear. Some frequen-
cies require a much louder sound before the ear perceives the sound (as indicated in

Fig. 4.20. The human ear is an excellent sound transducer with a large frequency and large amplitude
range (the amplitude range is presented in decibel 20 log10 |P/P0|, where P0 is the reference pressure for
audible sound 10−5 Pa)
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Fig. 4.20). By using less bits of information for those frequencies the ear is less sensitive
to, the MP3 coding technique can be extremely economical in storing sound informa-
tion without sacrificing audio fidelity (it is about 12 times as efficient as normal audio-
CD encoding, using the same sampling frequency).

Very similar ideas are behind the coding of image and video signals, like in JPEG
and MPEG standards. These standards essentially represent an image using the (spa-
tial) fourier spectrum and truncates the spectrum. The compression that can be achieved
in this manner is impressive.

4.7 Comments and Further Reading

Signal processing is an important field of research in its own right. We certainly did
not do it justice, but simply wanted to show some of the potential of the frequency
domain. The basis functions to understand the frequency domain are the sinusoids
and their linear combinations may be used to represent arbitrary signals with any
desired level of precision. This is key in dealing with (complex) signals: understanding
a few signals really well is sufficient: divide et impera.

There are entire books devoted to the topic of Fourier analysis, and the theory has
been taken well beyond the realm of dealing with simple signals. Not for the faint hearted,
Körner’s treatment of Fourier Analysis is a comprehensive relatively modern treat-
ment of the topic (Körner 1988). Fourier representation is found in most text dealing
with signal processing or signals and systems e.g. Lee and Varaiya (2003).

The library on digital signal processing is enormous (Ifeachor and Jervis 2002; Mitra
2005). A good introduction that does not take the Fourier route is Mallat (2001). There

Fig. 4.21. The sound bite bet, represented as a sampled pressure wave (on top) and in frequency-time
domain (on the bottom). Every 20 ms a new spectrum is identified. The darker areas correspond to
higher values in the amplitude

4.7  ·  Comments and Further Reading
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the wavelet transform is at the heart of signal processing. Wavelets still use the idea of
representing a signal as a combination of a set of basis functions, however the basis
functions are carefully selected to minimize the complexity of the representation.
Wavelets are introduced in Daubechies (1992). There is an entire industry of wavelet-
based signal processing texts.

Because signals are always imprecisely measured, uncertainty, randomness and hence
statistics play an important role. Statistical signal processing is also well endowed with
texts expounding the key ideas, for example Kay (1993, 1998), Poor (1994) and Stark
and Woods (2002).

Viewing signal processing as an inverse problem is surprisingly rare, and this is an
aspect of signal processing that certainly deserves further attention.

The information theoretic aspects of signals, including coding are essential in such
applications as (tele)communication, or storage and retrieval of signals. One of the key
papers is still Shannon (1949). A very readable introduction can be found in Ash (1965).
An interesting discussion of coding of signals in the animal and human world is Hailman
(2008). A more mathematical treatment is Roth (2006).

The standards for digital encoding of audio, images and video as formulated by
the International Standard Organization (ISO, www.iso.org) are commercial products
and can be explored (bought) via their www-sites. A lot about MPEG may be found
at http://www.chiariglione.org/mpeg/. MP3 is discussed at www.mp3-tech.org and also
at www.mpeg.org. Most of these techniques now use wavelets specifically tuned for
the application at hand.

The ideas around speech and sound encoding, and their realization in the human
ear, play a critically important role in signal processing which is at the core of the bionic
ear (see e.g. www.bionicear.org). The differences and similarities between signal pro-
cessing as practiced in engineered systems and the neural biology implementation of
signal processing is a fruitful avenue for biomimetic research (Bar-Cohen 2006). In fact
the MP3 coding technique is one of the most successful biomimetic technologies in the
world today.



Chapter 5

Systems and Models

As far as the laws of mathematics refer to reality,
they are not certain,

and as far as they are certain,
they do not refer to reality.

Albert Einstein1

5.1 Introduction and Motivation

In the previous chapter the emphasis was on signals, how they are generated, analyzed,
classified, stored, transmitted, modified, and so on. This chapter looks more carefully
at systems and how they act on signals or indeed create signals.

So far we encountered already a great variety of different systems.

� Signal generators are systems conceived to produce particular signals. For instance,
a chain of integrators generates a polynomial signal. A neural network can repre-
sent a large variety of signals depending on the network configuration. A magne-
tron generates micro waves of a certain frequency and energy content, that can cook
food or serve as radar signals. Our mobile phones use signal generators to enable
the wireless transmission of our voice.

� Signal processors are systems that modify particular features of their input signal. The
output signal is determined by the input and the processor parameters. For example
a filter, or an equalizer on our audio equipment adjusts the signal by changing its spec-
tral content, diminishing, or augmenting certain frequency bands as desired.

� Sensors or transducers are systems that measure particular signals to represent them
in a different physical domain. Their main task is to transform the measured signal
generated by a different system into a more suitable signal often belonging to a
different physical domain, so that it may be stored or processed further. The radio
telescope from Chap. 3 is a sensor system, and so is our skin.

� Receivers and transmitters are systems that form part of any communication system.
The transmitter converts a signal into an appropriate analog domain suitable for trans-
mission, the receiver takes the analog signal and attempts to recover the signal that
was transmitted. Our voice (the transmitter) and ears (the receiver) form part of our
personal communication system, where our brain plays the role of signal processor.

In all of these examples, the systems are subservient to the signals. Nevertheless all
together, systems are not there just for the signals, e.g. they may serve the more impor-
tant purpose of transforming materials and energy.

1 Albert Einstein, 1879–1955, German-born theoretical physicist, one of the great minds of the world.
He is best known for the theory of relativity. He received the 1921 Nobel Prize for physics for the
discovery of the photoelectric effect.
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When dealing with signals, we brought order by considering signals as constructed
from a collection of more basic signals. The same holds for systems.

First observe that from our discussions in Chap. 2 we already know that we can
abstract away from the physical domain of interest for the purpose of modeling, and
design. As it turns out there are a number of elementary building blocks with which we
can construct arbitrary system models. Understanding these elementary systems pro-
vides us with a lot of insight. Then we need to learn how we can build larger systems.
This is achieved through the interconnection of the (elementary) systems, either in
cascade, parallel or in feedback. How this must be done in order that the system achieves
its purpose, is the subject of design. Interconnecting systems allows us to build systems
of much greater and increasing complexity rather quickly. As a consequence, charac-
terizing the resultant behavior from our understanding of the elementary building
blocks quickly becomes intractable. The development of tools that allow us to under-
stand the emergent behavior of a large system and that allow us to explore the various
scales of large systems is the subject of much research in the systems engineering
community. Interestingly, and more often than not, the fine detail of the internal work-
ings of all the subsystems is not necessary to understand the overall behavior of a large
scale system. Feedback plays an important role in this emergent simplification.

This chapter is organized as follows: first the concept of models is revisited. Particu-
lar attention is devoted to the idea of a system being considered as a (mathematical)
operator and the facilities this will provide to deal with complex systems. Interconnec-
tion of systems is considered next. Special classes of models are touched upon. In the
last section, some thoughts about modeling are presented.

5.2 Systems and Their Models

From an abstract point of view, models are systems representing the system of interest
in a different more convenient manner. Architects use scaled models of a new building,
both to help their clients to appreciate the design, but also to demonstrate the aesthet-
ics, the functionality and understand how the building works. A model could be a
computer rendered drawing as well. When dealing with systems where signals change
dynamically over time, the most convenient models are computer algorithms that re-
flect the system’s behavior.

Practically2 there are two main ways of getting to a model, from observations of the
signals derived from the system, or from breaking the system down into a collection
of interconnected subsystems for which we already have a model. Often, both methods
are combined to arrive at a model.

5.2.1 From Signal to System Model

It is through the observation of signals that the nature of a system is revealed, see
Fig. 5.1a. At this level of abstraction a model is equivalent to its behavior or the collec-
tion of all the signals that are compatible with the system under consideration.

2 Philosophically, there is only one way in which we obtain models, that is from observations through signals.
If we believe to already have a model for a system, we are merely relying on someone else’s observations.
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In some simple systems (like an automaton), the behavior is easily obtained and de-
scribed. For instance, consider a room with a single light commanded by a single light
switch. There are two possible values the input (position of the switch) can take: on or off.
The output is our observation of the light, also either on or off. Even in this simple case
we must make the assumption that there is power and that the light bulb and/or switch
is not faulty. The behavior of this system would then consist of all sequences where both
input and output are equal. If we had an observation reported “switch is on and light is
off”, we could decide that either there is a fault, or that the observer made a mistake.

In general, to observe the collection of all signals is all but impossible to obtain, but
we may be able to conceive to be in possession of all possible observations from a
system, by extrapolating from our past experience.

Notice that we allow explicitly for the situation that there are other input signals
into the system as well, other than the ones we observe. They are considered part of the
internal workings of the system. Of course not knowing all the inputs may pose some
problems when we are interested in explaining what is actually happening. Think about
the light in the room, there is not only the room switch but also the power supply.

When approaching a system from the point of view of the signals that can be ex-
tracted from it, we explore systems very much in top down fashion. We start with the
global system, and continue exploring what is inside through what can be observed
from the signals. What do these signals actually reveal about the system? Can we un-
ravel some of its internal structure? Can we detect feedback loops? How can we use the
available inputs to probe the workings of the system? For example, can the inputs that
we are able to exploit dominate the input signals we are unable to manipulate or ob-
serve? These questions go to the heart of systems identification, which is the study of
how to move from signals to mathematical equations that describe the system.

In order to arrive at a useful mathematical description we need to take the step from
signals to equations. This is often called from data to model. Although the latter is a bit
of a misnomer, as our data collection is itself the best model we have for the system. It
is perhaps an unwieldy model, but a model nevertheless. The main aim in modeling is
of course to arrive at a more compact description, preferably a set of equations or even
better a computer algorithm that summarizes our observations and could be used
instead of the actual system for further experimentation and exploration.

In this search for a set of equations, we should keep in mind why we need a model
(there is no such thing as the model). The purpose of a model is important. A process
model can be used to synthesize other components (for instance, a controller), to bet-
ter understand a process (to teach someone how to work with the system), and to simu-
late it or as a tool to improve its design. Also, a model of a process is always a partial
representation of its behavior, only valid for a given range of signals.

Fig. 5.1. A system: a observed through inputs and outputs; b its structure

5.2  ·  Systems and Their Models
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Are we interested in simulation to see the system response for particular inputs? Are
we interested in designing a feedback loop, to enhance certain system properties and
eliminate unwanted behavior? It is clear that in the former question we will need de-
tails in the equations that allow us to explore all the inputs of interest, but no more than
that either. In the situation for feedback design, we only need a model to the extent that
it allows us to design the feedback well. The unwanted behavior, the one that we sup-
press through feedback, is in this instance not required in great detail for this model.
Of course a model that can be used with all possible inputs will do, but in a feedback
situation, we cannot see all possible inputs as some inputs are going to be subject to
feedback (the next section will make this clearer). The purpose a model is used for
significantly determines the type of model we need.

Typically we take this step from signals to equations, by postulating a class of equa-
tions, or models, indexed by some free parameter(s). Then we try to select from all these
equations those equations that fit the signals we have observed in some best possible way.
The idea goes back to Gauss3 who tried to fit the astronomical observations of the planets
in our solar system to Kepler’s model of planet motion: orbits are ellipses with the Sun in
one of the foci. In this method the data are put into the models, the misfit is computed for
each model (each parameter selection), and the model that produces the smallest error is
declared the model. Preferably the best error should be smaller than what is indicated by
the typical measurement error in the signals, otherwise we should select a richer model
class. The same principle is still used today, and there exists substantial literature dealing
with all the possible variations on this basic theme. Substantial computer software pack-
ages for computer assisted modeling from data has been developed.

5.2.2 From System to Model

An alternative approach to finding a model is to view a system as a network of inter-
acting subsystems, see Fig. 5.1b. An immediate example is an electric circuit composed
of resistors, capacitors, transformers, transistors and so on. We know the behavior of
each component as well as the constraints imposed by the network connections. Using
these building blocks a model of the circuit can be derived in a systematic way. In this
bottom-up approach we infer the system behavior from our understanding of the el-
ementary subsystems and their interconnections.

This line of modeling is very useful in analysis and also in design of engineering sys-
tems as in this case we (should) know what the various building blocks are as presumably
each subsystem has been thoroughly designed and tested. Moreover, the rules of inter-
connection are well-defined and ensure that the global system will behave as designed.
Most large scale engineering systems are constructed using this bottom-up approach.

Computer software packages dealing with this approach have been developed. Typi-
cally these tools are limited to a particular domain of application. For example there
is extensive software to deal with models of fluid flow, or for designing a large scale

3 Johan Carl Friedrich Gauss, described in 1806 a method, called least squares to study curve fitting in
general. He was an enormously prolific mathematician and ranks amongst the most influential in
history. He lived and worked in Germany, 1777–1855.
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integrated circuit, or for constructing a bridge or ship. Packages that bring several
domains together are starting to emerge. An even more recent development is to also
bring biological subsystems into the fold of this modeling paradigm.

The main issues associated with this approach are scale and reliability. As the number
of components or subsystems grows, so does the potential for failure in subsystems. As the
probability of some failure somewhere in the system grows with the number of compo-
nents the incidence of failure becomes a certainty, and the model for each subsystem must
capture normal as well as abnormal operational conditions. This implies that there is no
longer a single model for the overall system, but a (large) collection of alternative models.
The complexity of such models grows much faster than the number of components, and
often becomes intractable from a purely computational point of view. Measurements to
diagnose which condition applies, so that it is possible to determine which model is the
right one and feedback to take appropriate action, for example changing the interconnec-
tion pattern, play an important role in making such large scale systems work in practice.

Totally new designs require combinations of top-down and bottom-up approaches.
Understanding simple systems is essential in building our intuition on how larger
systems do work, or may work. A top-down approach is necessary to ensure that we
stay focused on building a system that delivers what is expected. Also in exploring the
natural world we typically combine both top-down and bottom-up approaches.

5.2.3 Model Classes

Model classes are often distinguished on the basis of which signals take center stage.
We distinguish

� Input/output models. Sometimes also described as external models, they represent
the process as a black box which merely expresses dynamic relationship between
the input and the output signals. They rarely can do so only using the input and
output signals, and more often than not models will introduce additional signals to
obtain the input/output descriptors.

� State space models. An internal state of the model is the key variable. The system input
acts as to influence the state in the model, and the output is derived from the state.
State space models are very common, and most simulation packages work in terms
of state space models. (Of course they define an input/output relationship as well.)

We can focus our attention on some signal characteristics, or the way we represent
time. If time is not important at all, but rather the relative order in which events occur
in the system, we speak of event-based models. Signals can be stochastic, or set-based,
or deterministic, discrete and continuous. The list of possibilities is rather endless.

If the signals are not represented in time domain, but rather in frequency domain,
we speak of frequency domain models. Sheet music is an interesting modeling lan-
guage, using a mixture of beats and frequency to represent music; precise, and yet with
sufficient latitude to allow for various interpretations.

If all signals are binary the model is logic-based, and the modeling language uses
the rules of Boolean algebra. Automata, like the car washing system described in Sect. 3.5
form a class of such models.

5.2  ·  Systems and Their Models
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Boolean Algebra and Logic Models

A binary (Booleana) variable can only take one of two possible values, say either 0 or 1.
The result of any boolean operation on binary variables is again a binary variable.

The basic boolean operators are:

� AND: (A AND B) the result is 1 if both the variables A, B are 1
� OR: (A OR B) the result is 1 if at least one variable A OR B is 1
� NOT: (NOT A) the result is the opposite to the argument variable A

A logic model will be composed of a set of equations such as:

  L = M1     AND     X3
…= …
  F = L     AND     X1     OR     X3     AND     NOT(M3)

a George Boole, 1815–1864, English mathematician and philosopher, best known as the inven-
tor of Boolean logic, and hence can be considered in hindsight, the founder of the field of
computer science.

We can talk about local or global models, depending of the range of variables we
want to consider, or the modes of operation we want to include in the model. Local
models may not include all the failure modes for example, whereas a global model may.
So for example, an aircraft’s auto-pilot may be designed on a local model, but the pilot
is trained on a global model for the aircraft’s behavior.

Most models only represent a portion of the entire behavior. The latter is normally
too complex, and in most control synthesis questions, only a small portion of the entire
behavior is required or considered.

Models are therefore often simplified, common simplifications are:

� Linearization: where we restrict the range of the signals, only considering small
deviations from a nominal signal. If the signals are indeed restricted to be small, it
is possible to enforce a linear model. This simplifies greatly analysis and synthesis.
In a control context, where the main task is often to regulate signals near a desired
reference signal, linearization is often the first simplification that can be used.

� Reducing complexity: Models may become very large if all possible phenomena at
all time/frequency scales are taken into account. By restricting oneself to either very
short time scales, or very long time scales, or excluding a part of the behavior, a
model can often be considerably simplified. For example, in systems dealing with
speech we may restrict models to those frequencies in the human speech spectrum,
ignoring any other frequencies that can be perceived. By way of another example, in
trying to model the human ear, we concentrate only on the rest state, avoiding the
complexity of cognitive processes.

� Reducing dimension: (Another form of complexity reduction) by simply ignoring
part of the state of the system, and perhaps dealing with the ignored part as a dis-
turbance signal from the environment. So some of the dynamics become simply an
external input signal. For example in dealing with the dynamics of tides, we may
want to include the Moon, and perhaps the Sun, but are quite willing to ignore all
other planets. More drastically, we may simply cut off a whole range of possibilities



121

because we want a simple model. For example in dealing with the temperature in an
oven, we could model the temperature as being spatially distributed across the oven,
(as it really is) but if we only have one input, say fuel flow, there is no way we can
control the temperature distribution, but we may be able to control the mean tem-
perature in the oven. So the oven is simplified to be represented by a single heat
storage device, characterized by a single temperature.

Models

A model is a partial representation of a system’s (dynamic) behavior. There is no the
model for a system. Many different models can be associated with the same system
depending on what level of approximation we desire. The latter is a function of the
purpose for the desired model. A model should be represented with a quality tag
indicating its fidelity in reproducing the system’s behavior, or the range of signals it is
valid for, or the size of approximation error we may expect.

5.3 Interconnecting Systems

The basic interconnection that we allow for in our discussions is that an output of
one system becomes an input into another system. The idea is abstractly described in
diagram Fig. 5.2. An interconnection assumes that the signals that are made common
are at least compatible in that they must have the same range and domain.

In the new system that results from interconnecting two systems, a major change
is that the number of free variables has decreased. Indeed in order to have an in-
terconnection at least one input must be replaced by an output of another system.
In Fig. 5.2, one output, z1 has been prescribed as the input, v1, of the other system.
The new interconnected system has fewer inputs than the number of free inputs
that were available before the systems were interconnected. The number of outputs
does not have to change. Indeed, whether or not the signal z1 is considered an output
for the newly interconnected system in Fig. 5.2 is a mere matter of choice. Given it

Fig. 5.2. The basic system build construct: interconnecting systems implies a loss of degrees of freedom

5.3  ·  Interconnecting Systems
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was available for measurement before the interconnection was made, we may as well
assume it remains available for measurement after the interconnection, but this is not
essential.

We may also consider interconnecting outputs with inputs on the same system. In
so doing we create unity4 feedback loops. Again, the main feature of the interconnec-
tion is that we have reduced the number of free signals. The idea of creating feedback
loops is illustrated in Fig. 5.3.

In block diagrams like Fig. 5.2 or 5.3 the arrows play a significant role in that they
identify the direction of information flow, or causality. Systems act on inputs to
produce outputs. When confronted with the task of modeling a particular system it
may not always be feasible to distinguish inputs and outputs clearly (we come back
to this in the next section). This can be due to the fact that we are simply taking
measurements, not knowing the causality relationship, a situation not uncommon in
econometrics or a consequence of the complexity of the system under consideration.
We can develop the idea of an interconnection without reference to causality in that
an interconnection is simply equating signals. That is, two signals related to two
subsystems are forced to be the same by means of an interconnection, but this will not
be pursued here.

The precise behavior prediction of a complex system knowing how the individual
building blocks behave turns out to be surprisingly difficult, although in the special
case of linear systems the situation is quite well understood and there are excellent
tools available to explore their behavior. Not only analysis but also synthesis issues
are well understood in the linear case. Linear systems are rather special and most
systems exhibit nonlinear characteristics. In this more general context, our ability to
guarantee certain behavior, or perhaps better to exclude with certainty some undesir-
able behavior is very limited indeed. In engineering systems over-all system reliabil-
ity comes from experience and judicious use of feedback to eliminate or reduce un-
certainty and more often than not a lot of insight is gained by considering linear
approximate models.

Fig. 5.3. Creating feedback loops implies a loss of freedom. At least one input is replaced by an output

4 Unity in the sense that there is no other system intervening in the loop, or the unity operator takes
a signal and simply reproduces it at its output.
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5.4 Simplifying Assumptions

Linear, causal and time-invariant systems (see Sect. 1.5) form the class of systems that
is most studied in literature.

In modeling a process we start from the collection of all signals, inputs and outputs
that are compatible with it. This collection is called the manifest behavior of the sys-
tem. Although perhaps too general a framework, the concept of a behavior allows us
to define rather precisely what we mean by causality, time invariance and linearity.
These properties simplify the analysis and indeed synthesis of systems considerably.
Unfortunately, most systems are strictly speaking neither time invariant nor linear.
Nevertheless, by appropriately restricting the operation of a system, for example through
the use of feedback, it is often possible to ensure that both time invariance and linear-
ity hold with sufficient degree of accuracy enabling their use in analysis and design.

Tools for analysis, design and synthesis of linear, time invariant systems are well-
developed, and include computer aided design environments that can efficiently deal
with truly large scale systems.

In the nonlinear system setting things are much less-developed, and more often
than not linear tools are used in an iterative manner to unravel the complexity asso-
ciated with nonlinear behavior.

Causality
Our experience indicates that we live in a causal world, actions cause re-actions. Reac-
tions cannot anticipate actions. Nevertheless establishing causality as an inevitable part
of the world as we know it is not a trivial matter (Zeh 1992). For systems, as we discuss
them, where time is the essence, causality is a natural property to postulate.

It is easy enough to mathematically formulate systems that are not causal. Consider
the following system, with input u and output y, and where y is a moving average of the
input as follows:

This system is clearly not causal. The present output y(t) depends on u(t+ 1) the
input at a future time. Such systems are excluded from our consideration.

Causal Systems

We say that a system is causal provided that the current value(s) of its output(s) do not de-
pend on future values of its input(s). We say that a system is strictly causal if the current value
of the output does not depend on either the present nor the future values of the input(s).

If we did not know a priori what signal is an input and what is an output, we could use the
above test to separate signals into inputs and outputs and establish a causality structure.

Time Invariance
Loosely speaking a system is time invariant if its behavior does not explicitly depends on
time; or experiments performed with the system will yield the same answers regardless
when they were performed. With a little more precision, we could say something like

5.4  ·  Simplifying Assumptions
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A system is time-invariant provided that for any valid input-output pair (u, y), that
is an input-output pair belonging to the manifest behavior, any time-shifted version
such as (u(t+ τ), y(t+ τ)) (for some scalar τ) is also a valid input-output pair, i.e.
belongs to the manifest behavior.

Clearly time-invariance is more easily decided in the negative than in the affirma-
tive, as the former requires but one counter example. We will normally assume that the
systems we observe are time invariant. It is after all a very cheap assumption.

Time-Invariant Systems

We say a dynamic system is time invariant if regardless of the time instant an input is
applied, the same response is obtained.

Linearity
A system is said to be linear if for all input-output pairs (u1, y1) and (u2, y2) that belong
to the (manifest) behavior of the system, the linear combination α (u1, y1)+ β (u2, y2)
= (αu1+ βu2, α y1(t)+ β y2) is also a valid input-output pair (that belongs to the
manifest behavior) for all scalars α  and β.

As observed, linearity is rather rare. Nevertheless, most practical systems can be
considered linear in some small region of their normal operating regime (i.e. the prop-
erty of linearity holds not for all input-output pairs, but for a reasonably sub-collection
of input-output pairs). Also, understanding linearity is a necessary step towards un-
derstanding nonlinear systems.

Linear Systems

A system (an operator) is linear if its response (outcome) fulfils the principles of super-
position, addition and proportionality with respect to all the possible inputs.

One interesting feature is that these three system properties remain unaltered (they
are invariant) when we interconnect systems that have these properties.

That an interconnection of linear systems is again linear is perhaps obvious when
considering that an interconnection simply imposes a constraint in the form of an
equality of signals. By its very nature an equality respects scaling and additions, hence
linearity.

An interconnection of (strictly) causal systems is again causal. The equality con-
straints imposed by the interconnection does not alter the time dependent relation-
ship between remaining inputs and outputs. Perhaps the feedback interconnection
requires a little more reflection. Here an output that causally depends on a particular
input becomes causally dependent on its own past through the interconnection. That
is why we imposed to work with strictly causal systems. Otherwise algebraic loops
can be created, and it is not clear if these can be resolved or not. If no feedback loops
are created in the interconnections the requirement for strict causal subsystems is not
necessary.

Clearly, an interconnection of time-invariant systems is again time invariant.
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5.5 Some Basic Systems

As indicated, a system can be viewed as composed of interconnected (elementary)
systems. Some of the simplest systems encountered in feedback and control are de-
scribed next. The list is by no means exhaustive.

5.5.1 A Linear Gain

The simplest system or model is perhaps a linear gain: the output signal y is simply the
input signal u multiplied by a scalar K, often called the gain: y=Ku.

The response when the input is a sinusoid is thus a sinusoid of the same frequency
and the same phase but of different amplitude. The output amplitude is the input
amplitude times the gain. The typical block diagram used to represent such a system
is given in Fig. 5.5a.

Some examples of physical systems that are well-approximated or modeled by a
pure gain are mechanical systems such as a lever or gearbox or an electrical system like
an audio amplifier.

Consider the lever in Fig. 5.4. The signals we measure on the lever are the displace-
ments at either end. Here denoted as u and y. What is input or output depends very
much on how the lever is used. At the level of describing the behavior this is actually
irrelevant, we do not have to decide what signal is input or output (in this case we are
in fact not able to make the distinction anyway). In all situations we will find that the
displacement signals are proportional to each other. The lever is a linear system, time
invariant, and causal but not strictly causal. With the notation reflecting the situation
in Fig. 5.4, the behavior is the collection of all signals u, y such that

where ℓu and ℓy are the lengths of the lever from the fulcrum to the edges where u, y
are measured respectively.

When one side of the lever is actuated say the u-side, and the other side is used to
move a load, the y-side, it becomes clear which side of the lever should be considered
the input, or cause, and which is the output or effect.

Other measurements or signals that can be associated with the lever are forces.

Fig. 5.4. A lever, with displacement measurements u and y

5.5  ·  Some Basic Systems
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Combining forces with displacements we could consider building a dynamical model
for the motion of the lever using its inertia and so on.

A pure gain system does not have memory. In this case, the output equals the input
up to a scalar, so all we need for predicting the future of the output is the future of the
input. There is no state variable in this case.

A similar example is a gearbox the input could be the speed of the input shaft (motor
driven shaft), the output the speed of the output shaft (the load side). An alternative
input may be a force or torque on the input shaft and the output could the output shaft
position, velocity, or perhaps the torque on the output shaft. The same physical system
may have many input-output pairs associated with it. The choice reflects our interest,
or better the transducers that are in place and really these are an integral part of the
physical system under consideration.

In an audio amplifier the input would be the electrical signal from say a compact
disk, or microphone, the sound produced by the speaker is the output. Such a system
is however not a passive system. The total (electrical) power available at the input to
the audio amplifier is typically much less than the (sound) power available at the out-
put. The fact that we want to represent the system by a linear gain in this case indicates
that we are not really interested in the inner working of this particular system. This is
often the case for transducers, sensors or actuators. The latter normally provide large
power or energy gain as well as signal gain.

When we model a transducer as a linear gain, the gain must account for the adjust-
ment of the physical units from input to output. For example in the audio-amplifier,
the input signal will typically be an electric voltage (measured in Volts), and the sound
signal is expressed in units for pressure (measured in Pascals).

In practice there is no system that is simply a linear gain. There will always be some
physical limits within which the system has to operate. A lever will bend when too
much force is applied. The speakers will saturate and distort the sound when too much
power is requested, or when too high a frequency signal has to be represented. Other
effects may occur for very small signals. In the example of the gear train, the output
response will lag the input when reversing the direction of rotation (e.g. see Sect. 3.4).
Or there may be no response at all if the input torque cannot overcome the friction and
stiction in the gear train. When these effects are important they should of course be
part of the model. When we use a linear gain model for a particular system, we have
made the implicit assumption that the signals presented to the system/model are such
that these complicating effects may be ignored.

The linear gain system is characterized by two important properties: instantaneous
(no memory) and linearity.

Fig. 5.5. Basic systems: a static gain, b pure delay, c integrator (accumulator)
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5.5.2 Transport Delay

Another frequently encountered phenomenon is that of delay (Fig. 5.5b). The sound
we hear is a pressure wave that had to travel from the source to our ears. This takes
time (distance divided by the speed of sound).

Look at the transportation belt in Fig. 5.6. The raw materials, clay and lime, flow out
from the hoppers and lay on the belt. They are transported to the mill. Obviously, what
enters the mill at a given time instant is what entered on the belt some time ago (see Sect. 3.2).

A simple system representation for this is

(5.1)

The output signal equals the input signal time-shifted by a delay of τ > 0 units of
time. A delay system is dynamic, strictly causal and linear. We will find it useful to
rewrite the above equation as follows:

(5.2)

which we read as the output y is equal to u delayed by τ . ∆
τ
 is the delay operator. When

the input is a pure sinusoid the output of a delay system has the same pulsation as the
input, and a phase shift with respect to the input that is proportional to the pulsation
and the time delay. A delay does not affect the amplitude of the signal. This is exem-
plified in the next equation:

An interesting property of the delay is that it can change the sign of a signal. In the
previous equation, if the period of the input is twice the delay 2τ = 2π /ω , the output
will be in anti-phase with the input, that is y(t)=−u(t).

Fig. 5.6. Raw materials transportation belt. Transportation time delay

5.5  ·  Some Basic Systems
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5.5.3 An Integrator

Another model that is easy to understand and is frequently used to model physical
systems encountered in practice is the integrator. As seen in Chap. 2, the integrator
captures the idea of conservation, or storage. A simple physical example of such sys-
tem is a reservoir (remember the toilet’s cistern, see Fig. 1.2 for an example). The
reservoir stores or integrates the difference between inflow and outflow. The level of
the reservoir is the important variable here. Suppose we start filling/emptying the
reservoir from say time 0, the level at a time t will then depend on both what the
inflow/outflow was over the time interval (0, t), and what level the reservoir had at
the beginning. We say that the reservoir has memory. This memory is also called the
state of the tank. In practice the reservoir will have finite capacity, it cannot be less
than empty or more than full. An integrator is an abstraction of such a reservoir, one
without limits (i.e. it cannot be emptied nor filled). Physical examples of reservoirs
can be taken from electrical engineering where capacitors can be modeled as inte-
grators (capacitors are reservoirs for electric charge), or hydrology where a water
reservoir or bath tub can be modeled as such, or thermodynamics, where an insu-
lated oven is a heat reservoir. In those examples, the various inputs would be respec-
tively the electrical supply, the position of inlet and outlet valves for the fluid and an
heat exchanger with a cold or hot fluid able to extract or supply heat. The output
would be the level of the reservoir, a measure respectively for the charge stored on the
capacitor, the fluid volume in the bath tub or the heat stored in the oven. A schematic
representation is given in Fig. 5.5c. We will find it useful to use an operator notation
for the integrator as follows:

(5.3)

More mathematically complete, using some calculus, an integrator with output y
and input u and initial condition y0 is written as

or also as5

(5.4)

We read this last equality as, the derivative of the output equals the input, or the
output integrates the input (which is also what the first equality states). In order to
specify uniquely the output we also have to provide a value for the output at a given
point in time (this is the so-called initial condition y0). This representation (Eq. 5.4)
using the derivative is very useful, and is typically the way it is used in simulation
packages for computational purposes.

5 We use the notation y
.
(t) to denote the derivative of the signal y(t) with respect to time, other notations

are d/dt y(t) or simply Dy.
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An integrator is clearly causal, the present output or state only depends on the past
of the input.

An integrator is time invariant. Thinking of a water reservoir, supplying water to-
day, tomorrow or yesterday always yields the same change in water volume for the same
supply. The equations reflect this as there is nothing that refers to a time dependency,
other than the signals themselves.

An integrator is also linear. Indeed if (u1, y1) and (u2, y2) are in the behavior of the
integrator, then so is α (u1, y1)+ β (u2, y2) for any scalars α , β . This can be easily seen
on either equation (remember, the initial condition!).

It is instructive to see how an integrator acts on a sinusoidal input, u(t)= Asin(ω t),
starting from an initial condition y(0)= y0.

(5.5)

An integrator system has the following properties:

� An integrator has memory, as captured by the initial condition. In order to know the
future output, the present output and the input over the future time interval of interest
are required. The present value of the output therefore serves as a state variable for
the integrator system.

� A zero input response of an integrator is a constant signal. So an integrator can be
viewed as a signal generator for the constant signal.

� A constant input response of an integrator is a ramp signal. So two integrators con-
nected in series, with a zero input, can be viewed as a signal generator for the ramp
signal. (See also Sect. 4.2.1.)

� The integrator response consists of an initial condition response x(0) combined
additively with a response due to the input ∫0

t
u(τ)dτ .

� The integrator response at time t depends causally on the input. The input has only
to be known up to the present (the present is not required) in order to determine
the present output.

� An integrator is a linear, time invariant and strictly causal system.
� Let the initial condition be zero, or focus only on that part of the response that is due

to the input. For a sinusoidal input, see Eq. 5.5, we have:
– The output has the same pulsation as the input. This is a property all linear sys-

tems possess.
– The output has amplitude A→ A/ω . The faster the input changes, the larger ω ,

the smaller the response. We say that the integrator has a low pass characteristic.
If the frequency of the input increases by a factor of 10 (one decade up) its gain
is reduced to 1/10, which is usually expressed as a reduction of 20 dB6.

– The phase of the output is, 0 →−(π /2), we say that the output lags the input by
90 degrees or π /2 radians.

6 To express a gain K in decibels, we use the expression 20 log10K. Decibels is abbreviated as dB.

5.5  ·  Some Basic Systems
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5.5.4 An Integrator in a Feedback Loop

An integrator in a negative feedback loop is represented in Fig. 5.7. In Chap. 2, see also
Sect. 1.2, we encountered examples of systems that can be modeled as an integrator in
a negative feedback loop. All such systems are well-behaved.

It is instructive to see how the system output y is related to the external input r. The
block diagram informs us of the following relationships. We start with the summing junc-
tion in the block diagram. The input to the integrator u is the difference between the external
signal r and the output of the gain block Ky, namely u= r−Ky. The output of the integra-
tor is y= ∫u, and hence replacing u in this expression using the previous expression for u
leads to y= ∫(r−Ky), because of linearity this is equal to y= ∫r− ∫Ky or (1+ ∫K)y= ∫r.
This may be rewritten as y= (1+ ∫K)−1∫r. We may think of (1+ ∫K)−1 as the inverse of
the operator7 (1+ ∫K).

The block diagram can therefore be replaced by a single linear system with operator
(1+ ∫K)−1∫, which as long as K > 0 is indeed well behaved (see Fig. 5.14). These simple
manipulations allow us to eliminate feedback loops from a block diagram, and hence
compute from knowledge of the operators for each subsystem readily an operator rep-
resentation for the entire system.

5.6 Linear Systems

Similar to the integrator in a loop, gains, delays and integrators can be interconnected
to represent a rich collection of dynamics with the properties that the behavior will be
linear, causal and time-invariant. It is perhaps surprising that most systems can be
really well approximated using such models. Even when systems show clear departure
from linear behavior, it is possible to obtain excellent linear approximate models for
them by considering inputs or signals of sufficiently small magnitude.

In the end, a linear system model is represented by a set of n differential equations
(or difference equations in the case of discrete time systems) with linear structure and
with constant coefficients, such as:

(5.6)

Fig. 5.7. Gain feedback around an integrator. Equivalent input-output representation

7 This is just a very suggestive notation. Suppose the operator P maps input u to output y. If the operator P
has an inverse, the inverse maps from the output back to the input, that is u = P–1y, the inverse of P
is then denoted as P−1. As always, inversions must be treated with care.
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where uj;   j= 1, 2, …, m are the system inputs. This can be expressed in matrix form

(5.7)

where y represents the set of output variables. The vector x collects all the components
xi, x is a state variable. The vector u collects all the input components uj. The coeffi-
cient matrices A, B, C and D collate in a two-dimensional table format all the coeffi-
cients aij and bjk.

Based on the system structure and the operating input/output models of the com-
ponents, a global operating model of the system, as a black-box, can be easily derived.
For that purpose, the algebra related with the block diagram representation introduced
in Sect. 1.3 can be used.

5.6.1 Linear Operators

Black-box models, often referred as input/output models, express the processing of
the signals in the system by means of an operator. As we are dealing with the special
class of linear, time invariant systems, these operators are also linear and can be easily
combined using block diagram manipulations.

By using the notation as used with the integrator in the previous section, two main
operators can be considered for continuous time systems:

� Transfer function. Given a system with input u(t) (with Laplace transform u(s)) and
output y(t) (with Laplace transform y(s)) (see Sect. 4.3), and assuming null initial
conditions, the Laplace transform of the output is proportional to the Laplace trans-
form of the input. The factor between input and output in Laplace domain is the
system operator:

(5.8)

It is typically called the system transfer function. In a block diagram, we will
often write G(s) inside the box representing the system8. It suffices to simply multiply
the input with the transfer function to find the output (all in Laplace domain of
course).

This illustrates the power of the Laplace domain, what appears to be calculus
(taking derivatives) in the time domain is mere algebra in the Laplace domain.

By way of example, consider an integrator. If we use the Laplace transform prop-
erties (see also Sect. 4.3), and apply to Eq. 5.4, the result is (always assuming zero
initial condition):

(5.9)

8 For a linear system with the representation 5.7, the corresponding transfer operator is given by
G(s) = C(sI − A)−1B + D. Where −1 refers to the matrix inverse.

5.6  ·  Linear Systems
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The inverse operator, the differentiation, is represented by s. An integrator is
represented as s−1. Differentiation and integration are each other’s inverse. Using s
to represent differentiation and the rules about block diagram manipulations goes
a long way towards explaining why all linear systems can be represented by some
factor G(s) linking input with output.

� Frequency response. Here we are interested in how a linear system behaves when
the input is sinusoidal: u(t)=U0 sin(ω t). In steady-state the output9 is again sinu-
soidal, with the same pulsation, a different amplitude and a phase shift:
y(t)= Y0 sin(ω t+ φ ). The input-output relationship can be expressed by a com-
plex quantity G( jω ), such that its modulus and argument are (see box on p. 92):

(5.10)

Thus, for each pulsation ω1, the operator G( jω1) provides the gain and phase
shift of the output with respect to the input. This can be easily obtained if the ex-
ponential representation of the sinusoidal signal is used instead. With an input given
as10 u(t)=Ue jωt, the system output (in steady state) is given by

The notation, using G as for the Laplace transform, is suggestive of a particular
relationship between the transfer function and the frequency response characteristic,
which is indeed:

(5.11)

Transfer Function Operator

The transfer function operator for a linear time-invariant system provides an algebraic
representation for linear systems in the frequency domain. The system’s response y in
the frequency domain is simply the product of the transfer function G(s) with the
input u (in frequency domain) that is y=G(s)u. For a sinusoidal steady state, with in-
put u(t)=Ue jω t the response is y(t)=G(jω )Ue jωt.

By way of example, given a process model in a differential equation format such as:

(5.12)

assuming zero initial conditions, the application of the Laplace transform results in

9 There is always a transient behavior which vanishes after a while, if the system is stable. The concept
of stability is discussed in Chap. 6.

10Almost any signal (Chap. 4) can be expressed by a linear combination of sine waves.
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5.6.2 A Block Diagram Calculus for Linear Systems

The main advantage of the I/O operators for linear time invariant systems is the ease with
which we can treat the construction of complex systems, and deal with block diagrams.
It all stems from the fact that linear systems retain the spectral content of the input, and
because of linearity we can deal with each spectral line in the input separately. The trans-
fer function operators allow us to work with linear systems as if they were mere multipli-
ers in the block diagram.

In this case, block diagrams are not only a useful tool to communicate system structure,
they actually become a computational tool that allows one to quickly identify what the in-
put-output relationships are, at least in operator form, and in the frequency domain. Opera-
tions on block diagrams allow us to perform rather complex calculus in an intuitive manner.

The block diagrams are mainly composed of the following structures (Fig. 5.8):

� Series: for two systems G1 and G2 in series, the overall operator is the product,
G=G2G1, Fig. 5.8a.

� Parallel: for two systems G1 and G2 in parallel, the global operator is the sum of
them, G=G1+G2, Fig. 5.8b.

� Loop, (negative) feedback: system G1 with system G2 in a negative feedback path, the
global operator is (see Fig. 5.8c)

(5.13)

These structures appear in repeated interconnections. We consider by way of example
that in Fig. 5.9. The system is composed of three interconnected elements. Each element has
an integrator (I) and a gain (K) in a particular configuration. Using the above derivations (see
Fig. 5.7), we can easily write down the input-output operators for each element separately:

� Element 1’s transfer function is E1(s)= (1+ K1/s)−1(1/ s)= (s+ K1)−1

� Element 2’s transfer function is      E2 = K2/ s
� Element 3’s transfer function is      E3= (s+ K3)−1(K3)

This leads to the block diagram as in Fig. 5.10.

Fig. 5.8. Examples of Block Diagrams: a a series or cascade connection; b a parallel connection; c a
negative feedback loop

5.6  ·  Linear Systems
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Elements 2 and 3 are in parallel, their joint transfer function is the sum of both. This
interconnection is called element 4. The transfer function of element 4 is E4= E2+ E3

=K2/s+K3(s+K3)−1. As indicated in Fig. 5.10 element 4 is in series with element 1.
The transfer function of this series connection is their product E4E1= (K2/s)(s+K1)

−1

+K3(s+K3)
−1(s+K1)−1. This series connection is in a feedback loop, which leads to an

input-output transfer function of the form (1+ E4E1)
−1E4E1. After a little algebra, we find

or after collecting terms of like power in s

Again, by putting s= jω , the frequency response is obtained.

Fig. 5.9. Internal structure of a system showing the components and their interaction

Fig. 5.10. Internal structure of the system in Fig. 5.9 after elimination of feedback loops in elements 1
and 3
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5.7 System Analysis

Once a model has been derived for a system, we can analyze its properties. Any model
will only have limited validity. The approximations that have been made in the deriva-
tion of the model are really an integral part of this model. A typical analysis will in-
volve the evaluation of the output under various input scenarios.

When the overall system is linear, zero input analysis is important, and takes center
stage. Zero input analysis provides insight into whether or not the system is well-posed.
For a linear system to be well-posed all (possible) outputs from the system under zero
input condition should be bounded, and preferably decay to zero. When all possible
outputs under zero input condition decay to zero, the system is called stable. The next
chapter will explore this notion in more detail.

5.7.1 Time Response

In general, understanding a system requires us to analyze the system behavior with dif-
ferent inputs. Typical signals (besides sine waves) that are used in systems analysis are
constant inputs, or step signal. Alternatively, also ramps and impulses are used. Impulses
are signals that apply a shock to the system, being essentially zero apart from a very short
period of time during which they deliver a finite amount of energy to the system.

The output responses are typically characterized by some representative features,
which are illustrated in Fig. 5.11. Most of these features are borrowed from linear sys-
tems analysis, but they are more widely used, because they allow for ready compari-
sons. Some of the common features found are:

� the steady state; the constant value the output eventually settles at, or in case of a
periodic steady state, the periodic function the output eventually reaches;

Fig. 5.11. Features qualifying the step response

5.7  ·  System Analysis
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� the rise time; the time it takes for the output to change from 10% to 90% of its final
response, which is only a sensible feature provided the output reaches a constant
steady state;

� the settling time; the time it takes the output to stay within less than 1% of its final
constant steady state;

� the maximum overshoot; the largest deviation above the final steady state reached;
� the undershoot; the largest deviation in the opposite direction of the final steady

state; it is not always present;
� damping; when the response shows oscillation, the amount of reduction in devia-

tion from the steady state between successive peaks in the response.

Because it is not feasible to try to consider all possible inputs and their correspond-
ing outputs, a system is studied for a class of representative inputs, building on our
understanding of how to analyze inputs. From what we learned in Chap. 4 about sig-
nals this is a sensible approach.

5.7.2 Frequency Domain

Sinusoidal inputs are commonly used for the study of linear systems. In order to
characterize the output due to a sinusoidal input it suffices to consider how the
amplitude and phase of the output change for each pulsation. Secondly, because any
signal can be arbitrarily well-approximated by a sum of sinusoids (see Sect. 4.3),
this suffices to understand linear systems in a completely general setting. (Indeed
recall that the response to a sum of inputs, is the sum of the responses due to the
inputs separately.)

This method of analysis for linear systems is called frequency domain analysis.
Much of the popularity of this approach in control engineering is due to the success-
ful engineering design work of Bode11. Based on frequency domain ideas, he devel-
oped a successful design methodology for amplifiers, filters and feedback compensa-
tors first used in telecommunications networks. The main lasting impact of Bode’s
work is that he was able to characterize fundamental limits in what linear feedback
loops can and cannot achieve (Doyle et al. 1992) through what are now called the
Bode Integral Formulae.

By way of example, the frequency response of a gain system or an integrator system
are rather trivial:

� The frequency response of a simple gain system is constant, that is, same gain for all
frequencies and no phase shift at all.

� For an integrator where G(s)|s= jω= 1/(jω) the phase is constant and equal to −90,
and the gain is inversely proportional to the frequency.

11Hendrik Bode, 24 Dec 1905–1921 June 1982, USA. He was an electrical engineer, famous for his analysis
of electrical networks and feedback in particular. In recognition of his fundamental contributions, the
IEEE Control Systems Society named their annual prize for outstanding contributions to control sys-
tems research the Bode Prize.
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Fig. 5.12. Frequency response diagrams: a Bode; b polar

Another reason why the frequency response analysis became so popular is that a
frequency response was readily graphically represented, and made calculations easy.
Today, these aspects have only educational value.

Bode and/or Nyquist plots of the frequency response (Eq. 5.10) represent the am-
plitude and phase shift changes of such systems. The Nyquist plot (Fig. 5.12b) is sim-

5.7  ·  System Analysis
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ply a polar representation of the frequency response, the collection of points G(jω) in
the complex plane for all real ω . In the figure, the gain |G(jω)| and phase φ(jω) for a
specific frequency ω  is marked. A Bode plot (Fig. 5.12a) represents the frequency
domain operator in gain and phase. The gain is plotted in decibels 20 log10|G(jω)|
against the frequency in logarithmic scale log10ω . Separately, the phase shift ∠G(jω)
is plotted against log10ω . In Fig. 5.12, you can see that there is a maximum gain, a
resonance peak for a pulsation between 1 and 2 rad/s . Also, the gain is larger than 1
until a pulsation slightly over 2 rad/s. This is the system bandwidth (the output has
less than half the energy of the input for signals outside the bandwidth). Signals whose
frequency content is well above 2 rad/s are almost completely suppressed by the sys-
tem: the system is low pass.

In the context of nonlinear systems, harmonic analysis, that is the use of sinusoidal
inputs is still of great value. Of course, because the system is not linear the output will
contain harmonics, possibly even sub-harmonics. Moreover the decomposition of in-
puts into linear combinations of well understood inputs is no longer useful.

Example: Lightly Damped Robot Arm

Consider a highly simplified model for a lightly damped robot arm used in space ex-
plorations. The input is the torque and the output is the position of the arm. The Bode
plot is presented in Fig. 5.13.

One of the advantages of Bode plots is that pictures like these can be experimentally
obtained without the need for extensive modeling. Using a signal generator for the
input signal and varying the input frequency, whilst recording the output a Bode plot
can quickly be gathered. Spectrum analyzers do precisely this.

Fig. 5.13. Bode plot of the transfer function: Torque to position response for a lightly damped arm
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The peak in the amplitude response is indicative of mechanical resonance. The initial
slope, roughly −40 db per decade, with a phase response close to 180 degrees is indica-
tive of two integrators in series (90 degrees phase lag per integrator, and −20 db per
decade per integrator). This is to be expected as from Newton’s equations we know that
acceleration is proportional to torque, or position is torque integrated twice. The reso-
nance adds a further 180 degrees phase lag in the limit, which explains why the phase
starts at approximately 180 degrees and decreasing towards 0 as the pulsation increases.

5.7.3 Cascade Connected Systems

One of the nice properties of the systems analysis in the frequency domain is the sim-
plicity to deal with cascade connected systems. In fact, we have seen that a number of
elements connected in cascade are equivalent to a system, with a transfer function
determined by multiplying the transfer functions of the systems in the cascade.

In analyzing the behavior of a loop, all the elements are connected in series. Thus, the
gain (in decibels) and the phase of the global system will be the product of the gains (or
their sum in decibels) and the total phase will be the sum of the phases of the components.

5.7.4 Integrators in Series with Feedback

In the previous example of an integrator in a loop (Fig. 5.7), if positive feedback were
used (making K < 0), the response goes horribly wrong. Intuitively, the integrator ac-
cumulates the input that by virtue of positive feedback grows even larger, leading to an
even larger accumulator and so on. This is an unstable behavior (to be discussed in
Chap. 6). In the physical world something has to give way in the end, and typically the
accumulator saturates (overflows, blows up or something similar). The problem is il-
lustrated in Fig. 5.14a.

A single integrator in a negative feedback loop is always well-behaved, as seen in the
same figure, and the Bode plot of a system composed of an integrator in a unity nega-
tive feedback loop is presented in Fig. 5.14b. The gain at low frequencies is unity (0 dB),
and over the cut-off frequency (pulsation) gain decreases with almost a slope of −
20 dB/decade.

Two integrators in a negative feedback loop produces spontaneous oscillations. That
is without input excitation (see Fig. 2.13, without friction) the output will oscillate as
soon as one of the integrators had a non-zero initial condition (the ball is down or in
movement) and it is known as a resonant system. When the input has a frequency
which matches this frequency the output will grow indefinitely. Good approximations
for such systems are used to create large amplification for little input effort. They are
the basis of all our clocks.

Three integrators in series in a feedback (positive or negative) loop always produces
an oscillatory and exponentially growing, unstable response.

These examples show some of the difficulties that may arise when interconnecting
systems. We will come back to these when we discuss the notion of stability and sen-
sitivity in more detail. In general, the frequency domain ideas exposed above, work
well when the system is stable.

Clearly feedback has to be treated with care.

5.7  ·  System Analysis
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5.8 Synthesis of Linear Systems

So far we have considered tools for the analysis of linear systems. Given a system, we
may compute its response characteristics in the form of both its time response to a
given input or the amplitude and phase shift as a function of the frequency. What about,
given a complex model, is it possible to find an easy combination of elementary com-
ponents to reproduce the global system? Or, given a desired behavior, is there a linear
system with these properties?

For example, we discussed the need for anti-aliasing filters in Chap. 4. With the above
ideas it is quite obvious what the characteristics of such a filter should be. Suppose we

Fig. 5.14. Feedback around an integrator: a step response for positive and negative feedback; b Frequency
response for negative feedback
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sample with period h or frequency 1/h. According to the sampling criterion the signal
to be sampled should not contain any spectrum above half the sampling frequency.
Hence the ideal anti-aliasing filter (Fig. 5.15) is a linear system with amplitude response
GA(ω)= 1 for ω < π/h and GA(ω)= 0 for ω > π/h and preferably Gφ(ω)= 0 for ω < π/
h. It turns out that we cannot actually build a linear system with these properties. The
problem is that the specified transfer function is not a rational function. Although it
cannot be realized exactly, it is possible to construct a rational approximation which
will do the job for all practical purposes. A very simple (and common) approximation
is a first order filter. In Fig. 5.15 the Bode diagram of a low-pass filter (G(s)=π/(s+π))
is depicted.

If a transfer function can be written as a proper rational transfer function12 of the
argument s (or jω) it can be constructed by interconnecting pure gain and pure inte-
grator systems, as shown in the previous examples. It follows from the fundamental
theorem of algebra, which states that any polynomial with real coefficients can be fac-
tored into first order and/or second order polynomials with real coefficients. Elements
in Fig. 5.9 are first order.

Figure 5.16 represents a second order element and it appears clear that, by appro-
priately connecting first or second order elements, any rational transfer function, or
its equivalent frequency response, with real coefficients can be realized. This is by
no means the only way in which a rational transfer function can be realized. Many
different techniques exist, and there are as many different realizations as there
are ways of expressing a rational function. Nevertheless a very interesting observa-
tion may be deduced from the presently suggested approach. A rational transfer
function with a denominator of degree n requires at least n integrators. It is clear that

Fig. 5.15. Anti-aliasing filter, ideal and first order

12A rational function is proper if the degree of the numerator is not larger than the degree of the de-
nominator. The degree of a polynomial is the largest exponent in its expression.

5.8  ·  Synthesis of Linear Systems
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we cannot do with less, and the suggested method provides a way of doing it with
exactly n. So, at least the proposed method provides in some sense a minimal realiza-
tion, in such a way that a minimum number of integrators are required to realize the
transfer function.

There is much more to synthesis of course. The study of which integrator/gain
network synthesizes a particular transfer function is known as realization theory. It
plays an important role in electrical circuit theory. The synthesis or realization prob-
lem is particularly hard when constraints are imposed on the various building blocks
that can be used to realize the transfer function. Constraints may involve limits on the
gain elements (for example only positive scalars are allowed), or energy consumption
limits, or accuracy limits (for example discrete building blocks with given parameters
that belong to an interval). The problem of synthesis is then to construct a network
consisting of fairly inaccurate (cheap) building blocks that nevertheless achieves the
desired transfer function with a high degree of accuracy. There are still many open
problems in this context.

The second synthesis problem, that is, to select a model (a transfer function) to
match some desired specifications, is usually denoted as a design problem and it will
be treated in the corresponding chapters.

The real problem in control design may be appreciated from the simple observation
that control is all about designing an inverse operator. Indeed if we desire the output y
to track a particular signal r, we need to find an input u so that y= Gu= r. In fre-
quency domain, G is a mere multiplication, and it follows that u=G−1r is the input we
are looking for. The problem with this observation is that normally G−1 does not exist
as a realizable transfer function. The first reason is that if G is strictly causal (which is
to be expected), then G−1 is not strictly causal, and obviously we cannot construct non-
causal systems using causal components. In other words, the control problem is all
about finding a good (simple) approximation, in the class of realizable transfer func-
tions, for the expression G−1r. This is known as an inverse problem. How well this can
be done, depends as much on the class of signals r we need to track as on the properties
of the transfer function G.

Fig. 5.16. A general realization for a second order rational (transfer function) frequency response sys-
tem G(jω ) = (b2+b1 (jω )) / ((jω )2

+ k1(jω ) + k2)
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5.9 State Space Description of Linear Systems

So far we have considered linear time invariant systems and have essentially stressed
the input-output relationship. Under the assumption that the system was also stable
the input-output relationship is captured by the transfer function. This point of view
is very compact and hides the details of the inner workings of the system.

Nevertheless, when writing down equations for systems it is almost inevitable to
introduce and use variables other than the inputs and outputs of interest. Consider for
example the block diagram in Fig. 5.9, where initial conditions were considered null.
Let us denote by xi for i= 1, 2, 3, the variables at the output of the integrator, for the
respective element. The equations capturing the block diagram are most conveniently
written down if we introduce also the input of the integrator, which are the correspond-
ing derivatives of the outputs. The equations are then

These equations describe the integrators, the gains, the summing junctions and the
interconnections. Moreover, the output of the system is

These equations describe the entire system’s behavior not only the input-output
behavior captured by the transfer function. Moreover, the equations are suitable for
computer simulation. The variable set {x} is known as the state of the system. From
these equations, we can of course recover the transfer function description. It suffices
to replace the derivative by the variable s (or jω) and eliminate the state variables, to
arrive at G(s).

This process of writing down equations, eliminating variables, and finding special
canonical forms for the equations that capture the entire behavior is studied in detail
in the so-called behavior theory (Polderman and Willems 1998).

More generally, the set of n linear differential equations above can be written in a
matrix and in compact form:

(5.14)

The variable x is the column vector (x1, x2, …, xn), which is the state; A is a coeffi-
cient matrix, the so-called system matrix; B is a column vector (b1, …, bn), the so-called
the input-gain vector; C is a row vector, the output-gain matrix; D is a scalar signifying
the feedthrough gain. The system matrix captures the internal structure of the system
and determines many fundamental properties (see next chapter), whereas the input-
gain and output-gain matrices can be modified by adding, modifying or deleting some
actuators (to control) or sensors (to measure) from the process. The direct coupling (D)

5.9  ·  State Space Description of Linear Systems
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is most of the time null. From the input/output viewpoint, the set of matrices (A, B, C, D)
is equivalent to the transfer function13.

By means of the state space model the full system behavior can be computed. For
u(t)= 0 and some initial state x0= x(t0), the system time evolution can be computed,
being denoted as the system’s free response. This is especially interesting for dealing
with autonomous systems. On the other hand, if the initial conditions vanish, the sys-
tem response to a given input, the forced response, can be evaluated. This is precisely
the system output we can get from the transfer function.

The state variables possess a number of interesting properties:

� Memory. The state summarizes the past. Given the present state and the future in-
put the future state can be computed.

� Dynamics. The effect of the input is directly connected to the derivative (the change)
in the state vector. It follows that the current value of the state does not depend on
the current value of the input (nor can it by definition of state).

� Completeness. From the knowledge of the current value of the state vector and the
present and future input any other internal variable can be computed.

� Not unique. The state representation is not unique. Given a state representation one
can derive an entire family of equivalent representations using coordinate transfor-
mations (different labels for the same space), or add more state variables (any linear
combination of a state vector can be added to the state) without changing the system’s
input/output description.

� Minimality. There is a state vector of minimal dimension, and all other representa-
tions must have larger dimension.

Often it is possible to assign simple physical meaning to the state vector. In any
electro-mechanical system it is possible to assign a state by labeling all energy reser-
voirs. In mechanics a state is assigned to either potential or kinetic energy, in electrical
systems we assign a state for each reservoir of the electric field’s and magnetic field’s
energy. Referring to the oscillating ball in Fig. 2.13, its behavior can be fully deter-
mined if the ball’s position and speed are known at any given instant of time. These
two variables define the state vector. Note that these variables represent the kinetic and
potential energy. This property will be also used to analyze the system behavior. In
many other instances, like in describing the world economic system, a state may have
no real physical meaning at all.

5.10 A Few Words about Discrete Time Systems

Nowadays, models, simulated systems, controllers and many other systems’ implemen-
tations rely on digital systems.

More than describing the possible special techniques available for the modeling,
analysis and design of discrete time systems, a summary is now presented following
the main concepts already developed for continuous time systems.

13Using matrix algebra, the transfer function can be directly computed from G(s) = C(sI – A)–1B + D.



145

Discrete Transfer Function

The system variables are only considered at discrete time instants, conveniently repre-
sented as (positive) integers k= 0, 1, 2,…, . Thus, the models relate the different vari-
ables at these time instants.

� A constant gain is as before, y(k)= Ku(k). The input output operator or transfer
function is also K.

� A unit delay (a delay of one sample period) is clearly expressed by y(k)= u(k− 1). In
Z-transform notation it yields: y(z)= z−1u(z). The delay transfer function is

G(z)= z−1

� An accumulator (integrator) will be expressed by y(k)= y(0)+∑k
j=0u( j). Thus, the

transfer function will be

(5.15)

Based on these elemental models, the transfer function of any linear system can be
expressed as a rational function of z.

State Space Representation

In a similar way, the internal model of a discrete time system is like Eq. 5.14

(5.16)

These equations are easily translated into computer programs. In a generic pro-
gramming language, the code to implement is something like:

repeat each period

get the new input value uk

update the state: xk <=A*xk+B*uk

compute the output: yk=C*xk+D*uk

delay until next_period

5.11 Nonlinear Models

When dealing with most practical systems, nonlinearities always appear. For chemical or
bio-chemical processes linearity is a white raven. The foundation of most chemical inter-
actions is the so-called mass-action principle (Lotka 1998; Roberts 2009) which is inher-
ently nonlinear14.

14When two reactants, A and B, react together at a given temperature the chemical force between them
is proportional to the active masses, [A] and [B], each raised to a particular power (α [A]a[B]b).

5.11  ·  Nonlinear Models
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Expressed in discrete time, the state space description of a nonlinear system often
takes the form,

(5.17)

where the functions f and g are the state transition map and the output map respec-
tively. The initial value is given at an initial time k= 0 as x0. Time is represented by the
integer k.

Similarly in continuous time, the general state space description (Eq. 5.14) takes the
form (with t≥ 0 a real variable):

(5.18)

We can distinguish between hard and soft nonlinearities. If we consider just static
nonlinearities, the idea is illustrated as in Fig. 5.17. For a hard nonlinearity, no linear
approximation makes sense. The behavior of a relay presents a hard nonlinearity. For
a soft nonlinearity, as in the case of saturation, a linear approximation can be useful for
a selection of signals around an operating point ((ue, ye) in the figure).

With the entry of nonlinear phenomena, all of the simplicity of linear systems dis-
appears. The result of a sum of actions is no longer the sum of the resulting effects. As
such, the mathematical treatment of nonlinear systems is much more complicated. On
the other hand, nonlinearities are unavoidable and they allow for unique dynamic
behaviors. Hence they may be introduced by design, just like in biology. The typical
approach is to somehow consider a nonlinear behavior as consisting of many local
behaviors (small signals around signals of interest) for which linear techniques can be
used. This idea is the cornerstone of all simulation of nonlinear systems as well as their
analysis.

5.12 Comments and Further Reading

The properties of linear systems are well-studied. There is much literature dealing with
all aspects of analysis, computational representation, complexity and also synthesis.

Fig. 5.17. Nonlinear static gain: a relay; b saturation
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15For more information consider the www-pages at http://bwrc.eecs.berkeley.edu/Classes/IcBook/spice.
16From C(-programming) to silicon, is their slogan, see www.cadence.com.
17ANSYS provides finite element modeling products, www.ansys.com.
18www.aspentech.com.
19MathWorks.
20National Instruments.

The input-output, state-space and more recently the behavioral framework have re-
ceived a lot of attention: Wonham (1979), Brockett (1970), Kailath (1980), Kuãera (1979),
Polderman and Willems (1998), to cite but a very few. Computational methods to deal
with very large linear systems are well-established, for example Antoulas (2005).

For nonlinear systems the picture is far from complete, and this will remain so, as
truly nonlinearity is the absence of definition (to quote Prof R.R. Bitmead). From a
dynamical systems point of view the following provide an introduction Wiggins (2003),
Guckenheimer and Holmes (1986) and Mees (1991). From a control systems point of
view nonlinear systems are treated in Isidori (1995), Khalil (2002) and  Nijmeijer and
van der Schaft (1990).

The question of how to find a model is well-studied, as in general this question is
not very well-posed, there remains much research to be done. We borrowed liberally
from the language of behaviors to discuss the main issues of modeling. This develop-
ment is due to Jan Willems for example Willems (1970). How to obtain models from
data is also a classic topic in econometrics, as there are few physical principles in eco-
nomics. In systems engineering, the same goes under the name of system identifica-
tion. For linear system identification, a time domain perspective can be found in Ljung
(1999), and a frequency domain perspective in Schoukens and Pintelon (1991), an
econometrics and more statistics-based approach is expounded in Hannan (1967).

There are many simulation languages and simulation engines to represent and
compute the behavior of models. When dealing with truly large complex systems, simu-
lation engines are typically restricted to a particular domain, as domain knowledge is
where the intellectual property can most easily be protected. For example, SPICE15

developed at the University of California Berkeley’s electrical engineering department
is an electric circuit simulator. CADENCETM 16 an off-spring of this development does
the same for very large scale integrated circuits, providing both electrical as well as
thermodynamic modeling of circuits, from design to final chip. ANSYS POLYFLOWTM 17

provides for modeling of polymer processing in complex geometries. General chemical
process engineering modeling is provided by AspenTechTM 18. There are many develop-
ments along these lines. Generic system simulators can be found in languages such
MatlabTM 19, or Scilab or LabVIEWTM 20. As systems biology, and modeling of biological
systems is becoming important in developing engineered systems, systems approaches
for biological models are under development (see e.g. http://www.sys-bio.org/).

5.12  ·  Comments and Further Reading
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6.1 Introduction and Motivation

We are interested in the dynamic behavior of systems, more particularly we are inter-
ested in changing the behavior of a system, but before we attempt to synthesize de-
sired behavior it pays to analyze system properties.

One way that changes can be effected is by tuning some parameters, like changing
a gain. Another more interesting mechanism through which we may change the overall
behavior is by interconnecting the system of interest with another system, which we
will often refer to as a control system; the interconnected system becomes a controlled
system. Our analysis will need to cater for both mechanisms.

This chapter is devoted to the notions of stability, sensitivity and robustness. Stabil-
ity plays an important role in the study of system dynamics. It captures the idea that
small causes have small consequences forever. This is obviously a desirable property in
particular when we want to predict future behavior of a system with a degree of cer-
tainty and accuracy. All controlled systems should be stable.

Of course, our notion of small has to be made precise, and how we determine the
size of signals and systems plays an important role in defining what we mean by sta-
bility. Also we may expect many different notions of stability to distinguish between
the different types of cause and effect we are interested in. As usual, we will only con-
sider a few of the options.

Most important to the notion of stability is the fact that it relates to how the system
evolves over time into the indefinite future. Simply requiring that small causes have small
effects is called continuity, and more often than not we will take this property for granted.

Stability is first a qualitative property, in design however it is important to be able
to quantify how stable a system is. A measure of stability, like the range of parameters we
can accept in a system without losing stability, is critically important in any design prob-
lem. To this end, in systems’ analysis the notions of sensitivity and robustness are used.

Sensitivity measures how important signals, like the input and output of a system,
depend on other external signals affecting the system, like measurement noise or actuator
disturbances. If a small noise signal can change the input to the plant significantly, we
say that the input is very sensitive to this noise, a highly undesirable situation.

Robustness indicates how changes in the parameters or the environment of a sys-
tem may affect the system behavior. Typically we like the response of a system not to
vary too much despite the fact that the system may undergo some changes.

Most natural and engineered systems behave in a stable manner and do not rely on
control for the purpose of stability. There are important exceptions though and some

Stability, Sensitivity and Robustness

Stability is desirable,
Sensitivity is a sign of responsiveness,

Robustness provides a feeling of safety
but great stability, low sensitivity and extreme robustness

will make for a boring life!
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examples are presented in the next section. In any case, control will be called for if the
measure of stability, as also reflected in sensitivity and robustness properties, does not
meet expectations.

This chapter is organized as follows. First we look at some simple examples, to moti-
vate and to set the scene somewhat. Then we look at the notion of stability, from its
mechanical origins’ point of view, for systems without inputs, so-called autonomous sys-
tems. From a control point of view systems without inputs are rather boring, but they
form a good place to start. Next we provide some more detail for linear systems. Then
we consider stability from a general system dynamics perspective, particularly dealing
with inputs. The ideas of robustness and sensitivity come natural within this context.

6.2 Some Examples

By way of setting the scene, consider a direct current electrical motor, as shown in Fig. 6.1.
Whenever we apply a voltage to the armature, Ea, after some transient period, the

motor will reach a stable shaft speed, ω . For each applied voltage, a particular motor
torque results, Pm. Depending on the mechanical load, L, a particular final speed is
attained. From this point of view the motor behaves in a stable manner.

One notion of sensitivity captures how big a voltage change is required to effect a
particular change in rotation speed. Sensitivity is high when small changes in the input
voltage produce corresponding and large variations in the output speed. In the same context
a notion of robustness captures how big a change in speed is observed for a particular
change in mechanical load on the motor axle. More robustness would mean that a large
change in mechanical load only results in a minor variation of the speed, a very desirable
property in many applications. This would be the case for a highly geared motor, where
the motor speed is much higher than the output shaft speed (see for example Sect. 3.4).

Any description of stability, sensitivity and robustness in this context would only
apply within what are called the operational limits for the electrical motor. For ex-
ample due to saturation effects in the magnetic material used in the motor construc-
tion there exists a voltage level beyond which a further increase no longer yields an

Fig. 6.1. A DC motor
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increase in motor speed. Even worse, there is a voltage beyond which the motor will be
irreparably damaged, and start to smell unpleasantly. Normally system models for con-
trol purposes will only describe the system of interest, here the electrical motor, for
signals well within these operational limits. In other words, the model’s validity (and
consequently the usefulness of any notions such as stability, sensitivity and robust-
ness) will break down well before the system does.

Not all systems are stable. There are inherently unstable systems. A familiar example
of a mechanically unstable system that needs careful control to function properly is our
body. We need control to keep our balance and our posture whilst walking, standing
even sitting. In order to walk, we all must learn how to keep our body, in particular our
head, in an upright position above our feet. Mechanically (in the presence of gravity) our
upright position is somewhat unnatural, it is an unstable position. On all fours we are
rather more stable, but far less mobile. Mobility and stability always require a trade-off.

A similar situation, not so easily managed, is to balance a slim long rod upright in
the palm of your hand, as the general picture of an inverted pendulum (Fig. 6.2)1 shows.
Exactly the same problem occurs when launching a rocket for say a space shuttle. The
long rocket body must be balanced against gravity using a thrust force at the bottom
of the rocket. This requires careful control of the orientation of this thrust force.

In some chemical processes an unstable equilibrium (that is without control it is un-
stable) is desired because the yield is much higher at this equilibrium as compared to the
possible naturally stable equilibria. Similarly, in a mechanical system, an instability (in the
uncontrolled system of course) may lead to high maneuverability and hence be desirable.

The consequences of letting an unstable process evolve unchecked can be disas-
trous, as is well-known to us from the Chernobyl nuclear power plant’s catastrophic
accident. Graphite moderated nuclear fission reactions are unstable at low power lev-
els, and stable at high power output, where they should be operated. The lack of proper
control and sufficient fail safe mechanisms in the low power regime in the Chernobyl
nuclear reactor caused a massive explosion in April 1986.

Fig. 6.2. An inverted pendulum

1 Taken from Quanser®.

6.2  ·  Some Examples
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6.3 Stability of Autonomous Systems

The concept of stability was first coined in mechanics, which is the study of motion
of objects in three-dimensional space (like robotics or the motion of satellites).

Stability is a local property attached to a particular response (motion) in a system.
What happens to the system response when at a particular instance in time a small
deviation (in position or velocity) is introduced? Is the subsequent evolution close to
the unperturbed response? If it is, we say the response (motion) is stable, if not the
response (motion) is unstable.

More often than not we discuss this property only for very specific system responses.
Sometimes, when there is no room for confusion, we may say that the system is stable,
meaning that any response in the system has this property.

Consider the example of the motion of a ball in some undulating terrain, subject
to gravity and rolling friction. The situation is somewhat abstractly represented in
Fig. 6.3. The system here is the ball rolling over the surface subject to gravity. If we
assume that the ball is always in contact with the surface, it is fully characterized by
its longitudinal position and speed.

Intuitively it is clear that the lowest position in the valley, a in Fig. 6.3 is a special
point. It is called an equilibrium point. If the ball is there initially at rest (that is with-
out velocity), and no external force, other than gravity and friction are applied (which
implies that the ball’s acceleration in the horizontal direction is zero), it will remain
there forever as predicted by Newton’s laws. A small perturbation away from this point
(either in position, or by giving a small push, or by providing an initial horizontal
velocity) is not going to cause much concern, the ball will remain in the neighbor-
hood of the equilibrium a, or its motion will be close to the equilibrium at all times
in the future. This equilibrium is called stable.

The position c, on top of a hill, is also an equilibrium point but it is rather different
from the equilibrium a in the valley. A small perturbation (either by a non-zero hori-
zontal velocity or a small horizontal force) away from the position c will result in the
ball running down, away from c. Moreover the ball will not return back to c. We cap-
ture this, by saying that the equilibrium c is unstable. 

Fig. 6.3. A ball, subject to gravity (assumed directed from top to bottom of the page), on an undulating
surface
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When the ball is released from an initial position b, with zero initial velocity,
the ball will roll down under the influence of gravity and start oscillating back
and forth around the position a. Because of friction the ball will eventually settle
at the point a. We summarize this as the point a is a stable and attracting equilibrium
point. It is also clear that the equilibrium a is only locally stable. Indeed if we give
the ball a sufficiently large initial velocity it will be able to pass the position c, never
to return.

The trajectory of the ball, projected on the x-axis, that is, on the horizontal, will
strongly depend on the friction coefficient between the ball and the surface it rolls
over. The trajectory may be oscillatory, if there is little friction to damp the oscilla-
tions, or without oscillations if the ball is loosing much energy as it moves, as pointed
out in Fig. 6.4.

Stability (instability) is a local property, a qualitative descriptor for the behavior of
the motion of the ball near a particular motion (here we used equilibria). It considers
the motion of the ball in the future, so from the time point of view it is a global prop-
erty, that is what makes it so special. That stability is a local in the motion space is
quite clear from the example, as the ball has multiple equilibria with different stabil-
ity properties.

The stability property that the equilibrium a possesses is very strong. First, we
may perturb the starting point, or provide a small initial velocity, or a small push
to any trajectory in a neighborhood of a, and any such generated trajectory or mo-
tion will remain close to a and eventually will converge to a. It is said that the equi-
librium is asymptotically stable. Asymptotic stability requires that the motion is not
only stable, but that is also attractive, nearby motions converge to the motion under
consideration.

Fig. 6.4. Trajectories starting from the same point, with different friction

6.3  ·  Stability of Autonomous Systems
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Stability of an Autonomous System

Consider a dynamic system as described by the collection of responses from all possible
initial conditions.

An equilibrium is a constant response.
We say that the equilibrium is stable if for any initial condition close to the equilibrium,

the corresponding system trajectory remains close to it for all future time. Otherwise, we
say that the equilibrium is unstable.

We say that the equilibrium is attractive if for any initial condition close to it the corre-
sponding system trajectory converges to it as time progresses.

We say that the equilibrium is asymptotically stable if it is both stable and attractive.
We say that the properties hold globally if there is no restriction on the initial condition.
A trajectory (system response) is stable if small initial deviations away lead to small

deviations in the indefinite future. It is asymptotically stable if it is stable with the added
property that the future deviations become vanishingly small.

6.4 Linear Autonomous Systems

In the case the dynamics are linear, the question of stability can be settled using linear
algebra. Most stability questions, including synthesis questions, are computationally
tractable, even if the state dimension is large. Substantial computer-aided design soft-
ware tools are available.

Though few systems are linear, most systems allow for a linear system that approxi-
mates it well enough over the operational range of interest to test for stability even in the
nonlinear situation. After all stability is a local property. This is in a nutshell the content of
the famous Hartman-Grobman theorem in dynamical systems. Moreover, in a control con-
text, the whole aim is typically to model for control, and most likely control requires that
the controlled system exhibits a desirable behavior. It is clear that good performance would
mean that the controlled system should be close to this desired behavior. The deviations
away from this desired behavior can often be well approximated by a linear system.

Consider the simplest autonomous dynamic system model

(6.1)

where x(k) and a are scalars. a is called the pole or also eigenvalue of the System 6.1.
It is easy to compute the collection of all future solutions, by simply iterating (6.1):

where x0 is the initial condition x(0)= x0.
It is also clear that x0= 0 is an equilibrium.
Clearly this equilibrium is globally asymptotically stable provided |a| < 1, the pole

must be less than one in magnitude. Indeed, under this condition all solution stay close
to the equilibrium and converge to it as time progresses.

With a= 1 or a=−1 the equilibrium is stable, but not attractive. For a= 1 all so-
lutions remain constant, so what starts close remains close, but clearly no solution gets
closer to another. For a=−1 all solutions, apart from the equilibrium are two-peri-
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odic: x(0)= x0, x(1)=−x0 and x(2)= x0 and so on; clearly the equilibrium is stable
but solutions are not attracted towards the origin.

If a > 1 or a <−1, the equilibrium is unstable, and all solutions (apart from the
solution that stays at the equilibrium) diverge.

Using the Z-transform, the System 6.1 can be rewritten as

(6.2)

The system operator2 1/(z− a) captures the stability of the system.

6.4.1 General Linear Autonomous Systems, Discrete Time3

General linear systems in discrete time can be decomposed in a set of first order equa-
tions, like Eq. 6.1, with variables xi for i= 1, 2, …, n. Obviously, in this case the system
will have n poles or eigenvalues.

Another model for a general linear discrete time system, without input, as intro-
duced in Eq. 5.16 is

(6.3)

where x(k) is the state vector at time k, and A is called the system matrix, or state tran-
sition matrix.

The stability of the equilibrium x= 0 can be settled by considering the n eigenvalues
of the matrix A.4 It can be established that stability is guaranteed when all eigenvalues
of the matrix A have a magnitude less than 1.

This is illustrated in Fig. 6.5, which shows a number of eigenvalue locations, with
the associated time functions, clearly delineating stable and unstable behavior.

Another representation of a linear system is through the linear difference equation:

(6.4)

or, by means of the Z-transform

(6.5)

the stability is determined by the roots, ai, also called poles, of the characteristic equation,
namely

(6.6)

2 The Z-transform of the sequence x(k) is by definition given by Σ∞k=1 x(k)zk–1. Using the explicit ex-
pression for the solution x(k) we obtain Σ∞k=1 ak–1x0zk–1 = 1/ (z – a)x0.

3 This section may be skipped in a first reading.
4 A scalar λ is an eigenvalue of the matrix A if there exists non zero ξ  such that λξ = Aξ . Eigenvalues

can be complex numbers. Selecting ξ  as an initial condition, we obtain the solution x(k) = λk–1ξ .
Clearly the equilibrium cannot be stable as soon as there is an eigenvalue such that |λ | > 1.

6.4  ·  Linear Autonomous Systems
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The system is stable if |ai| < 1, ∀ i. The system is stable if the absolute value of each
pole of the system is less than one. These poles are complex numbers and, stability
follows if all the poles are located inside the unit circle in the complex plane.

6.4.2 Continuous Time, Linear System

If a continuous time first order autonomous (without input) system is considered, its
model, similar to Eq. 6.1, is given by

(6.7)

This model was already introduced in Eq. 4.3, when dealing with exponential sig-
nals, and we know that the solution of this equation, the trajectories of the system from
a given initial condition x0, is

It is clear that x0= 0 is an equilibrium point and that in order for this equilibrium
to be (globally, asymptotically) stable the pole, a, must be negative. Otherwise, the
solutions will exponentially diverge.

Using the Laplace transform5, the System 6.7 can be rewritten as

(6.8)

Again, the system operator 1/(s− a) captures the stability of the system.

Fig. 6.5. Stability of linear systems in discrete time can be verified by the location of the eigenvalues of
system matrix A

5 See Laplace transform property (Eq. 4.12).
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For general linear systems in continuous time, the model can be also decomposed
in a set of first order equations, like Eq. 6.7, and the set of coefficients ai, called poles
or eigenvalues of the system, will determine the stability condition of the system. The s-
operator in this case is a composition of terms 1/(s− ai), globally expressed as a ratio-
nal function which denominator is (s− a1)(s− a2) … (s− an), is denoted as the char-
acteristic polynomial of the system.

The system operator captures the stability of the system as well and hence the sys-
tem is stable provided the poles of the transfer operator are strictly in the left half of
the complex plane (the real part is negative). This is illustrated in Fig. 6.6, which shows
a number of eigenvalue locations, with the associated time functions, clearly delineat-
ing stable and unstable behavior.

6.4.3 Exploring Stability

In designing control systems the minimal property to establish is stability. It is there-
fore important to understand how the stability property depends on system param-
eters. Is stability a sensitive property? Can small variations in parameters cause system
stability to change? The example of the ball in the valley indicated that this may not be
the case. On the other hand, if a system is unstable, the main goal of control is to be
able to change instability into stability (that is we must be able to create a valley where
there used to be a crest). There must be a transition from stable to unstable somewhere
as parameters vary. How this happens, and what actually happens in the behavior of a
particular system as parameters in the system vary belongs to the realm of bifurcation
theory. In great generality it can be shown that system behavior varies typically smoothly
with parameter changes, apart from some singular combinations of parameters. Around
such bifurcation points, qualitative properties such as stability may change abruptly,
because equilibria are created or disappear or interact in some manner.

Fig. 6.6. Stability of linear systems in continuous time can be verified by the location of the eigenvalues
of system matrix A

6.4  ·  Linear Autonomous Systems
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An Example
We go back to the example of the tank that we considered in Chap. 2, see in particular
also the Sect. 2.4.4.

Consider a water tank, described as follows

(6.9)

where
� x(k) is the water volume in the tank at the kth instant of observation,
� c(k)≥ 0 is the total volume of water removed from the tank over the period between

the kth and k+ 1st observation. It is assumed to be independent of the tank volume,
� u(k) is a volume of water supplied or extracted over the same period,
� r > 0 is the desired water volume in the tank,
� α  is a control parameter adjusting how much water is taken from or added to the tank6.

Assume for the moment that the volume of water taken from the tank over a sample
period is constant c(k)= c > 0 and that the desired water volume r is also constant. We
are going to analyze the behavior of the tank based on the control parameter α . How
does it influence the dynamics of the system?

It will be useful to rewrite the system description in the following manner:

(6.10)

Equilibrium Point

First there is an equilibrium point xe, which follows from:

(6.11)

The physical interpretation is that, at equilibrium, the water added to or taken from
the tank through the control term u(k)= α(xe− r) is constant, and exactly compen-
sates for the water extracted c. Under this condition, the tank’s water volume stays
constant. Notice that this immediately implies that the equilibrium water level cannot
be equal to the desired level (Eq. 6.11). The control term u(k), based on feedback (ob-
servation of the tank level, relative to the desired level), needs an error xe− r≠ 0 in
order to be able to take a corrective action.

The System 6.10 can be rewritten in yet another equivalent format:

(6.12)

showing the evolution of the difference between the tank volume and the equilibrium point.

6 This kind of control is denoted as proportional control, as described later in Chap. 10, the volume of
water added is proportional to how much the tank volume deviates from the desired volume.
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Design Question

The design question is “When is the equilibrium stable?”. How do we need to select
the parameter α  to ensure stability, as well as an equilibrium that is close to the de-
sired level7?

The equilibrium xe is to be close to the target level r > 0. This requires that a large
value for α  (either positive or negative) is the way to go. But, to be stable, the pole of
the linear system, (Eq. 6.12), 1+ α  should be less than one in magnitude, which se-
verely limits the range of acceptable α

(see the previous Sect. 6.4). It follows that stability requirement implies negative feed-
back α < 0. If the water fill volume is too high, i.e. x(k)− r > 0, water is taken from the
tank by the control action u(k) as α < 0.

It is interesting to visualize the evolution of the water volume by plotting it in the
plane whose horizontal axis represents the current state, and the vertical axis the next
state. Equation 6.12 is handy for this purpose.

A very special case, described as dead-beat control, happens when α=−1. The
equilibrium is reached after the first control action.

In Fig. 6.7, the trajectory of the water level is traced for α=−1.5. Similar graphs can
be plotted for all α , changing α  is reflected in the picture through a changed slope for
the off-diagonal line (do that as an exercise).

Fig. 6.7. Oscillatory behavior of the water level for −1 > α > −2

7 The fact we are asking two questions, and have only one degree of freedom to play with, immediately
implies that there will have to be a trade-off between these two objectives.

6.4  ·  Linear Autonomous Systems
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Bifurcations

Most importantly the example illustrates how we change stability into instability through
feedback and how this transition occurs. All of these phenomena may be summarized
in a single diagram, in the parameter plane Fig. 6.8. This figure indicates for each of
the possible choices of water reference level r and control parameter α  a specific quali-
tative system behavior. Such a diagram is known as a bifurcation diagram. It identifies
the loci in parameter space where the qualitative properties of the system (or more
precisely its trajectories) change abruptly (or bifurcate).

We conclude this example with a few generalizations.

� Stability properties change at discrete parameter values (here α= 0,−1,−2). Away
from these special conditions a small change in a parameter only affects the trajectories,
their stability and performance attributes in a small way. This is true in great general-
ity. It is one of the foundational observations in so-called bifurcation theory, which is
all about understanding these special points and organizing them so that we get a clear
overview of what happens (or may happen) to the trajectories of a dynamical system.

� The dynamics in the example are linear. However, as discussed in the next section, and
because of the Hartman-Grobman theorem, the results carry over to equilibria of
nonlinear systems as well. In a small neighborhood of equilibria, a linear system ap-
proximation can represent most of the local behavior as well as the nonlinear system.

� Performance in steady state (here the difference between the equilibrium and the desired
level) and performance in transient (here how fast the equilibrium is reached) are
coupled, but they do not go hand in hand. There is a trade-off. Good steady state per-

Fig. 6.8. The changes in behavior for the water level in a tank subject to a constant water flow drain
c = 1, for variable water reference r and control parameter α
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formance would require large α , but the largest α  which also guarantees stability is
−2. Moreover, the closer α  is to −2, the slower the transients die out, or the longer it
takes to get to the equilibrium. The system structure is too simple to allow us to design
for transient as well as steady state performance. More elaborate control over the sup-
ply rate must be considered to avoid or improve on the encountered trade-off. It is
precisely the existence of these trade-offs that make (control) design interesting.

6.5 Nonlinear Systems: Lyapunov Stability

The development of the notion of stability is intimately associated with the name of
Lyapunov8, a Russian mathematician interested in the stability of motion as studied in
mechanics. For his master research program he was given the topic to investigate the
shape a viscous liquid would assume when rotating around an axis of symmetry. This
was and still is an important question in understanding the shape of planets. The prob-
lem proved rather difficult (it is still an interesting object of research) and after he had
defended his Master’s thesis Lyapunov abstracted, and simplified the problem to the
study of the motion of rigid bodies (as opposed to deformable ones) with an arbitrary
but finite number of degrees of freedom and subject to given force fields. He developed
a theory, now called Lyapunov theory, that allowed one to infer stability without the need
to know the precise motions of interest. The latter was extremely important as in general
it is not possible to express the motions of interest in an analytically tractable form
(apart from linear systems). Even today, with all the computing power we have avail-
able, Lyapunov’s ideas are still relevant. Indeed stability is not easily captured through
numerical simulation studies as we need to be able to verify an infinity of possibilities
(for example all the possible initial positions of the ball in Fig. 6.3). His results and
ideas have influenced the study of systems theory ever since, and even today they play
an important role in the design and verification of nonlinear control systems.

6.5.1 Lyapunov’s First Method

The first great contribution that Lyapunov made was to clearly understand that the
stability of an equilibrium is a local property and that it can be studied using a linear
approximation to the dynamics of interest. This is the so-called first method of Lyapunov
for stability. To analyze the stability of point a, in the ball example, we only need to
investigate the ball behavior in a neighborhood of this point. Despite the fact that sta-
bility property requires us to consider the time evolution of all trajectories in a neigh-
borhood of the equilibrium into the indefinite future, Lyapunov showed that under
very mild conditions to be imposed on the linearization, the stability properties en-
joyed by the linear approximation are the same as the stability properties of the system
itself. Moreover for linear dynamics Lyapunov provided a purely algebraic character-

8 Aleksandr Lyapunov 1857–1918, studied mathematics in St. Petersburg University. He was influenced by
L. Chebyshev to study the stability of ellipsoidal forms of rotating fluids, and obtained his Masters degree
in 1884 on this topic. In 1892 he delivered his now famous Stability of Motion dissertation, on the basis
of which he received his Doctorate. Another mathematician with a lunar feature named after him.

6.5  ·  Nonlinear Systems: Lyapunov Stability
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ization of stability, through the solution of a set of linear equations that now carry his
name. This is a great advance, because we now have a very simple computationally
efficient manner to verify the stability of equilibria.

6.5.2 Energy and Stability: Lyapunov’s Second Method

The study of stability is very much linked to the notion of energy. Returning back to
the example of the ball subject to gravity, we notice that the stable equilibria corre-
spond to local minima in the potential energy for the ball, i.e. the ball at rest in a valley.
Also, the local maxima in the potential energy for the ball, that is the ball at rest on a
crest, correspond to unstable equilibria for the ball.

If we follow the trajectory of the ball released from point b with zero velocity, it is
clear that the ball gains in kinetic energy (speeds up) as it loses potential energy. The
potential energy that the ball possessed in point b is converted into kinetic energy, and
some heat, a consequence of friction with the ground. When the ball reaches point a its
potential energy achieves a local minimum, and its kinetic energy reaches a local
maximum. As the ball continues to roll, it converts its kinetic energy back into poten-
tial energy, reaches a maximum position (local maximum in potential energy, local mini-
mum in kinetic energy) and rolls backwards; and so on. Eventually the ball comes at rest
at point a. From the first law of thermodynamics, we know that energy is conserved. Hence
the mechanical energy in the ball, the sum of its potential energy and kinetic energy is
decreasing over time, as friction dissipates energy in the form of heat which must come
at the expense of the available mechanical energy in the ball. Moreover, as the total me-
chanical energy is bounded from below, because clearly the mechanical energy has a glo-
bal minimum if the ball is at rest in the deepest valley, it must follow that the mechanical
energy of the ball reaches a minimum along the trajectory of the ball. At that point the
ball is precisely in a point like a, at the bottom of a valley, and possesses no kinetic
energy. Natural systems evolve towards stable equilibria. (This makes a nice link with
the maximum entropy principle in thermodynamics; Gyftopolous and Beretta 1991.)

For most physical systems the total energy in a system and in particular its evolution
over time is always an excellent starting point to understand the system’s stability. Even
then, for complex systems, or system dynamics not rooted in physics, like social or eco-
nomic systems, it may not be possible to think in energy terms. To overcome such prob-
lems, these energy ideas have been beautifully generalized by Lyapunov to allow one to
study arbitrary abstract systems. This was Lyapunov’s second important contribution to
the study of the stability of motion, called Lyapunov’s second method.

Lyapunov’s Second Method for Stability

Consider an equilibrium point xe of a system of interest.
Suppose there is an energy-like function of the system state, V(x), such that V(x) ≥ 0

in a neighborhood of the equilibrium point xe, and is such that it only vanishes at this
point. This captures the notion that the bottom of the valley is an equilibrium.

The system will be stable if, for all initial conditions x0 in some neighborhood of xe

along a trajectory starting at x0 the function value V(x(t)) (where x(t) is the trajectory
starting at x0) is not increasing with time.
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In Lyapunov’s second method, identifying stability is now shifted to finding an energy
like function V, called Lyapunov function with all the desired properties: bounded below
(with a minimum at the equilibrium), and decreasing along solutions. If such a func-
tion is found then stability can be inferred.

Do such Lyapunov functions always exist when the equilibrium in question is stable?
It would be important to know that a search for such a function is not in-vain. Lyapunov
demonstrated that if an equilibrium is (locally) stable and attractive, then indeed such
a Lyapunov function exists. Nevertheless, such existence results provide little solace in
the quest for finding appropriate Lyapunov functions as the Lyapunov functions con-
structed in these existence results typically involve the collection of all trajectories of
the system, which is not a computable object.

The weakness of the second or direct method of Lyapunov is exactly in finding the
Lyapunov function. This is hard, and failure to find an appropriate function just means
that we are unable to find it. It does not prove anything.

The strength of the Lyapunov idea lies in the fact that a conclusion about stability can
be reached without precise knowledge or even being able to compute the trajectories of
the system. Indeed all we need to establish is that the scalar valued Lyapunov function V)
is decreasing along the evolutions of the system. It captures the behaviour of all trajecto-
ries (at least in a neighbourhood of the equilibrium of interest) at once, without the need
of computing all trajectories. This can be established without knowing the solutions.
Suppose that the system is described by an ordinary differential equation x

.
= f(x). We

may not be able to solve it, but we can check if a V(x) is decreasing along the solutions, as
all we have to do is to compute the derivative of V along the solutions, and this is given by

An example illustrates the point.

Nonlinear System Example

Consider the system defined by

A Lyapunov function candidate is

because it is always positive, and zero at the equilibrium, moreover as ||x || grows larger
so does V(x). The time derivative of V along the solutions satisfies:

which is always negative, except at the equilibrium. The equilibrium is stable, even
asymptotically stable, and because there are no restrictions on our calculations we
can even decide that the stability property holds true globally.

6.5  ·  Nonlinear Systems: Lyapunov Stability
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6.6 Non-Autonomous Systems

So far we have explored how the stability of an equilibrium, a particular solution
of a system, can be determined using Lyapunov ideas, and how these stability
properties change as we modify some parameters that appear in the description
of the system. In this discussion all the parameters are assumed to be constants,
they do not vary over time, and we observe how these constants shape the behavior
of the system. In many other situations however, these parameters are not fixed
but may vary from time instant to time instant; for example it is natural to expect
that the water consumption may depend on time, as the amount of water drained
from the tank will depend on the opening of a valve and the latter can change over
time. Time variations complicate matters substantially but also create interesting
possibilities.

Another important question in the study of stability is: How does the interconnec-
tion of systems affect the stability of the overall system? To discover this it does not
suffice to study the stability of equilibria of autonomous systems. Interconnecting
systems means sharing of signals between systems, hence it is imperative to study
system stability from a signal or input perspective.

6.6.1 Linear Systems

Linearity simplifies matters considerably. Indeed, in general because in non-
autonomous systems, the solutions are a consequence of both the initial condi-
tions as well as the external inputs. We expect that in order to deal with stability
in the presence of external signals we will also need to keep track of how initial
conditions and external signals interact. However, in the linear system case, the
solution can always be written as a linear combination of two solutions, one with-
out initial conditions, only due to the external signal and one without external
input, only due to the initial condition. That means input/output stability can
be analyzed assuming null initial conditions. Moreover, using transfer operator
notation, it is easy to see that the system stability does not depend on the in-
put (Eq. 6.6).

Consider again the example of the tank. If the input variables, such as the reference r
or the water consumption c, are time varying, the only result is that the equilibri-
um point will change, but still the system dynamics will be characterized by the
parameter α .

In a more general setting we can consider the input/output behavior determined
by the transfer function operator, Eq. 5.8 in the continuous time case and Eq. 5.15 in
the discrete time setting9.

9 Almost any discrete time transfer function can be expressed as

   

The parameters ai and bi may be complex.
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Linear Systems Stability

A linear system x(k + 1) = Ax(k) + Bu(k) or x
.
(t) = Ax(t) + Bu(t) is stable if the poles

(eigenvalues of A) of the System 6.6 are:

� inside the unit circle (smaller than one) if the system evolves in discrete time, see Fig. 6.5,
� strictly to the left of the imaginary axis in the complex plane (real part negative) if

the system evolves in continuous time, see Fig. 6.6.

Stability does not depend on the input. It is an intrinsic property of the system.

There are some computationally efficient mechanisms (using Lyapunov equations
for example) to conclude whether or not the eigenvalues of a matrix lead to a stable
linear system, without necessarily computing the matrix eigenvalues explicitly.

6.6.2 Nonlinear Systems

In trying to come to an understanding of how an input into a system, affects its overall
behavior the main difficulty is that there is so much that can change over time. So in
order to make some progress, we are going to limit the possibilities of what we want to
consider. One reasonable question would be to ask how the size of an input affects the size
of a signal of interest in a system. In stability literature this is captured by the notions of
input-to-state stability, or ISS), and the concept of input-to-state gain10 (function).

In general even this simple question is difficult. For example in the tank example,
if the input is neither the reference nor the outflow but the control parameter α , the
system becomes nonlinear, as there is the product of the input and the state. We may
guess that, in this case, the system will become unstable as soon as the input (α) goes
out of the interval {0,−2}.

To discuss the general case, we start with the discrete state space description of the
System 5.17.

The initial value for the state is given at time t0 as x0. Recall that the nature of the
state is such that given the information about the initial state and the model equation
(which includes knowledge of the time variations and the input function into the in-
definite future) we are in a position to compute the future behavior of the state, that is
for all time after the initial time t > t0.

A typical input-to-state stability property takes the form:

(6.13)

Here || . || is a measure for the size. gx is a function both of the size of the initial
condition and time. It reflects how initial condition effects disappear in time, that is we
expect gx(., t)→ 0 as time progresses. Also, gx(0, t)= 0.

10The concept of gain is much more general than the one described in Sect. 5.5. It expresses the ratio
between some output size and some input size. These signal sizes can be for example the largest absolute
value reached by a signal, or its total energy. There are many different measurements of size for signals.

6.6  ·  Non-Autonomous Systems
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gu is also a gain function, that expresses how the input affects the state. We want that
gu(0)= 0 and because it is a gain function, we expect that its value increases with the
argument, that is gu(a) < gu(b) whenever 0 < a < b and similarly gx(a, t) < gx(b, t) when-
ever a < b. Implicitly, by stating Eq. 6.13 it is clear that there is an equilibrium at zero.
So, a statement like this is a very strong statement about stability.

Clearly, ISS approaches stability both from an initial condition and input aspect.
Indeed an appropriate ISS concept must capture an initial condition stability property,
because it must capture the no input condition as a special case.

An ISS property is geared towards characterizing the stability of an equilibrium. This
is the most frequently encountered stability question, but by no means the most general.

By demanding that all trajectories in some neighborhood of the equilibrium re-
main close and also eventually converge to this equilibrium under zero input condi-
tions, ISS recovers the classical notion of an asymptotically stable equilibrium. In fact
one can show that the previous definition and the above expression are equivalent.

In addition, ISS deals with the input and expresses that the input cannot drive the
state of the system too far from the equilibrium. How large the state can become under
the influence of the input is captured by an operator or gain function gu, which bounds
how big the state can become under the influence of a signal of a given size. This plays
the role of the transfer function operator in linear systems.

For instance, referring back to the motion of the ball in the basin, suppose the ball
is in the equilibrium point a, and it is softly kicked. Intuitively, the ball will move away
from the equilibrium but because it is a soft kick return and settle again at a. However if
it had received a strong kick, sufficient to pass over the point c, the ball will never return.
ISS can capture all of this by limiting the domain of where the Expression 6.13 is valid.

We may expect that an ISS concept based on the size of a signal will necessarily be
conservative. The absolute size is not the only crucial information about a signal. On
the other hand, because size is such a practical measure, ISS is very practical, in par-
ticular when considering the interconnection of systems. Roughly speaking, from this
point of view, each system is replaced by a gain function, and the topology of the in-
terconnection dictates how signal sizes are transformed. This allows us to readily verify
if a system constructed from subsystems that are input-to-state stable keeps this prop-
erty, and moreover it allows us to quantify how large the overall system’s state can
become a function of all the external inputs influencing the system. We explore this in
the following sections.

Input-to-State Stability

A system, described by its state space model, either (5.18) or (5.17) is said to be ISS
provided that for any initial condition x0 and any bounded input function u (with
bounded size || u ||) the size of the state x can be bounded as

(6.14)

The function gx captures the transient effect of the initial conditions and it increases
with the initial state and decrease to zero with time.

The function gu captures the effect of the input size on the size of the state, it is
called the input-to-state gain function. It must be non-decreasing.
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ISS expresses a very strong, hence also very practical, and very desirable notion of
stability. In particular, observe that for zero initial condition and zero input, both
terms on the right side of the Inequality 6.14 are zero, which implies that the state is
identically zero. In other words, x(t)= 0 is an equilibrium. Moreover, it is the only
equilibrium.

There are ways of estimating the functions gx and gu for classes of non-linear systems
based on ideas of Lyapunov stability. In fact ISS and Lyapunov stability are closely related.

For linear in the state and the input(s) systems11, the notions of input-to-state sta-
bility and equilibrium stability coincide. Hence, as already mentioned, for linear sys-
tem dynamics it is indeed quite legitimate to talk about a stable or unstable system. 
For nonlinear systems this is in general not at all the case, as we realized with the tank
example as well as the ball in the basin.

Input-to-state stability is useful in that it allows us to infer stability properties for
interconnected systems from knowledge of the ISS properties of the systems that are
being interconnected. It is particularly suitable when the cause-and-effect direction is
obvious, as the underlying implicit assumption in ISS is precisely that the information
flow is from the input to the state, the former affects the future of the latter. When the
information flow is clear, there are essentially but two main mechanisms for building
large systems from subsystems, either by cascading two subsystems or by forming feed-
back loops of two subsystems.

Bounded-Input-Bounded-Output Stability

A particular case of ISS, precisely when the output coincides with the state, is the notion
of Bounded-Input-Bounded-Output stability, BIBO for short. This concept expresses
the idea that bounded inputs lead to bounded outputs.

6.6.3 Input-to-State Stability and Cascades

Consider a cascade of two systems. The idea is illustrated in Fig. 1.6. In a cascade of
two systems the state, or an output of the first system (y1= C1x1) serves as input to the
second system.

If the first system S1 (see bottom of Fig. 1.6) is input-to-state stable from input u to
state (output) y1 with input-to-state gain function G1 and the second system (S2) is also
input-to-state stable from input (u2) to state (output) y2 with input-to-state gain
function G2, then the overall cascade with u2= y1 is also input-to-state stable from
input (u1) to the state of the cascade which is (y1, y2). Moreover it is possible to estimate
an input-to-state gain function. The gain function of the cascade is closely related to
the composition of the gain functions of the subsystems, i.e., dealing with operators

Gcascade= G1G2

Clearly, if both tanks separately are ISS, then the cascade will also be ISS.

11This means f (x, u, t) = A(t)x + B(t)u in Eq. 5.18 or 5.17.

6.6  ·  Non-Autonomous Systems
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Interesting examples of cascades in system models have been encountered in
Sect. 3.2 and 3.3, where we discussed the production of ceramic tiles and gravity fed
irrigation systems respectively. In manufacturing processing, typically the output of
each stage feeds into the next stage, creating naturally cascaded subsystems in the
description of the overall system. Very similarly, in the irrigation channels, the imme-
diate upstream water level will affect the water level in the downstream pool again
producing a natural cascade of subsystems (pools) that describe the entire system (a
channel). If each subsystem in isolation is input-to-state stable then we can conclude
that the whole system is also input-to-state stable. Moreover we can quantify what
effect a disturbance occurring in a subsystem will have on all downstream subsystems,
and the system as a whole. In this sense input-to-state stability is a powerful concept.
For example it is sufficient to understand input-to-state stability for a single subsystem
in a cascade of identical or almost identical subsystems in order to deduce relevant
information about the entire cascade.

Stability of Cascade Systems

To determine the stability of a cascade of systems we only need to analyze the stabil-
ity of each subsystem: the cascade is stable if all the subsystems are. If any of the
subsystems is unstable, the cascade is also unstable.

This is quite clear in the case of linear systems. The transfer function of the cascade
is just the product of the transfer function of the subsystems, as can be easily derived
by using the block-diagrams algebra (See 5.6.2). Thus, say for two systems in series,
represented by

G(z)= G1(z)G2(z) represents the cascade. Clearly the denominator of the cascade
is the product D1(z)D2(z), and the collection of its roots is the union of the set of
roots from the subsystem transfer functions. The cascade is stable only if both sys-
tems are stable.

6.7 Beyond Equilibria

So far our discussion has concentrated on the stability of equilibria. In many engi-
neering applications this suffices, but there are also many systems where the real object
of interest is not an equilibrium but rather a time varying object. For example, in
the antennae tracking problem considered in Sect. 3.4, the issue is to drive the an-
tennae such as to track a star in the sky, whose position can be represented as a
quadratic function of time. In other instances a system has to behave in a periodic
fashion (like a clock, a wheel, a hard disk drive), or it naturally behaves in a periodic
or almost periodic manner (like our solar system, the tide, our heart beat). In fact
periodic and almost periodic phenomena are prevalent in nature and engineering
systems alike.
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The main tool that is used to analyze a time varying object is actually to attempt to
map the object of interest to an equilibrium, perhaps for a different system. This equi-
librium may be analyzed using the above techniques, in particular the input-to-state
stability ideas, especially when the transformation into an equilibrium involve approxi-
mations. Finally our understanding is transformed back onto the original description
for interpretation.

6.7.1 Limit Cycles and Chaos

Some systems may present different equilibrium points or even more complicated sta-
tionary behavior. Let us analyze a model for a population of rabbits (without preda-
tors). At a given moment, the number of rabbits is expressed by x(k). We assume that
the rate of birth is related to the number of animals and the rate of death, due to a lack
of food (and old age), is proportional to the square of the number of rabbits. That is

If we defined a new variable z, such that z(k)= (d/r)x(k), the new equation12 only
depends on the parameter r:

(6.15)

There are two possible equilibrium points, at ze1= 0 and ze2= 1− 1/r (which is only
a realistic equilbrium for r > 1). Varying the parameter r, in this normalized model,
leads from an overdamped stable equilibrium to oscillatory and even chaotic behavior.

For 0≤ r≤ 1 the evolution is overdamped and rabbit population goes to extinction,
i.e. a final value of ze= 0 is reached. For 1≤ r≤ 3 the evolution is underdamped and
the rabbits do not become extinct (unless there were none to start with). The popula-
tion reaches the final value of ze= 1− 1/r. At r= 1 there is a change in the local sta-
bility properties of the zero population. It is a bifurcation parameter.

For r= 3 there is another bifurcation, the so-called flip bifurcation. The system does
not reach any equilibrium but instead it remains oscillating with period 2. For r= 3.0
and any initial normalized population z(0) < 1, the final population jumps between
0.6179 and 0.7131, as shown in Fig. 6.9a. Almost all populations will reach a limit cycle
(apart from starting at the equilibria ze1 and ze2 which are now both unstable).

If we further increase the value of r, new oscillations appear and for r≥ 3.57 the
behavior becomes chaotic. In the chaotic regime, the population evolution is very sen-
sitive to the initial conditions, as can be seen in the graph depicted in Fig. 6.9b, where
the coefficient r= 3.8 and the initial conditions are z1(0)= 0.5 for the evolution marked
with °, and z2(0)= 0.5001 marked with with · . We realize that after 25 periods the evo-
lution is completely different and the difference (marked by crosses) starts to be more
and more significant.

12This equation is called the logistic equation and it shows very interesting properties related to bifur-
cations and sensitivity.

6.7  ·  Beyond Equilibria
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This chaotic behavior could be interpreted as stochastic, but it is not. A chaotic
behavior is totally deterministic, as the future state value can be exactly computed if
the model and the current state are known. The main characteristic of a chaotic behav-
ior is that the system evolution is extremely sensitive to small perturbations in the state
value. From this point of view, a stochastic interpretation of this deterministic system
may well be useful (there is sense in this madness).

Few systems exhibit such extreme sensitivity. In general, if the system is stable, small
changes in either the system parameters, the input signals or new disturbances pro-
duce small changes in the system behavior. Qualitative changes, as marked by bifurca-
tions, only appear in rare circumstances.

Because bifurcations are rare, understanding what can be and cannot be is impor-
tant. Normal experimentation with a system may never show any trace of looming
bifurcation points. Careful experiments must be planned to exhibit the phenomena
of interest.

6.8 Sensitivity

In the example of the rabbit colony, the sensitivity of the behavior was with respect
to an internal parameter (related to birth and death rates). To introduce the setting
for the notions of sensitivity and robustness, we start with some additional simple
examples.

Fig. 6.9. The chaotic evolution of a rabbit population
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Static Measurement/Sensor Inaccuracies

Let us consider a simple tachometer, as presented in Fig. 7.9. In principle the device is
characterized by a static model such as V= f(ω), where ω  is the rotational speed of the
motor and V is the output voltage. If the tachometer axis slips relative to the axis whose
rotational speed we are interested in, an error results:

We call S
ω
= (∆V)/(∆ω) the input sensitivity function of the tachometer. In general,

it is a function of the input. If the tachometer function is linear, the sensitivity function
is constant and equal to the tachometer gain. This idea is represented in Fig. 6.10a.

Possibly, the actual measurement function is different from the one we have consid-
ered to be the model. That is, the measurement is V= F(ω)≠ f(ω). This would be the
result of an incomplete calibration of the instrument, for example. In this case we do
not know the true function F, but we may know something about the difference, be-
cause we have information from the calibration of the instrument. Let the difference be

Denote Vɵ as the expected value of the voltage, we can use a block diagram as shown
in Fig. 6.10b, to represent the tachometer. The function W(ω) represents the uncer-
tainty in the knowledge of the model, here represented as an additive uncertainty.

The notion of how close two functions are is not a simple one. One (conservative)
measure for the difference between two functions could be identify it with the maxi-
mum possible deviation over all possible measurements.

Another model for measurement uncertainty is

(6.16)

Here F represents a function, presumably close to unity that captures the uncer-
tainty. On the left the uncertainty acts on the output of the ideal device, on the right it
acts on the object to be measured directly, i.e. the input of the instrument. The latter
is called an input uncertainty, the former an output uncertainty. How much F deviates
from unity indicates how little we know about the actual measurement instrument f. In
a linear system context, this uncertainty is described as a multiplicative uncertainty. In
either the linear or nonlinear case, it is represented as a cascade of systems, only in the
nonlinear case the order of the sequence matters.

Fig. 6.10. Sensitivity of a static measurement device

6.8  ·  Sensitivity
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In any measurement device there are many different sources that lead to errors.
There may be systematic errors, or random errors due, for instance, to quantization. In
all control applications, it is important to know about all the sources of uncertainty.
More preferable is to have some information as to the possible size of these sources of
uncertainty so that acceptable performance expectations can be quantified.

Unmodeled Dynamics

Let us consider a compact disk (CD) player. The laser beam is attached to an arm moved
by a very fast motor (a voice coil motor or VCM). A simple model of the motor may be
a double integrator, from force to position. In doing so we assume that the arm is rigid,
that the disk is rotating at a fixed and known speed and that there are no external
disturbances. The real system however has mechanical resonances as it is not perfectly
rigid (fast movement, means light, means not rigid). Moreover the arm is impacted by
external vibrations and the relative position of beam and track on the rotating CD is
subject to the eccentricity in the disk, which will vary in magnitude from disk to disk.
All these are disturbances away from the ideal model.

The way these disturbances affect the behavior of the CD player are quite different,
mainly because their range of frequencies, spectral content, is very different. The ec-
centricity of the CD rotating has a perfectly well-defined frequency and can be tracked
and compensated for. The mechanical resonances are typically in the very high fre-
quency range and hence are only relevant in fast transient when moving the pointer
from one track to another. Typically they are avoided by ensuring that the transients
are not exciting the resonances. The external mechanical vibrations are much lower in
frequency, related to the sound being produced out of the speakers for example, and
the controlled system has to be insensitive to these disturbances.

This example is very much like the tracking antennae in Sect. 3.4.
If we go back to the tachometer, another kind of disturbances may be considered.

The brush sweeping effect in the rotating machine will produce a high frequency noise.
This noise, if not filtered, will be fed back to the process and will disturb the operation of
the system to which the tachometer is attached. This issue will be considered in Chap. 7.

6.8.1 Robustness

Typically the term sensitivity is reserved to describe the effect of small variations in
parameters in the model on a particular signal in the system, or the effect on such
signals caused by small variations in external signals and so on. Robustness refers to
a similar cause-effect relationship, but considers large variations belonging to some
predetermined set of allowable perturbations. Nevertheless, both terms are often used
interchangeably. In a colloquial way, robustness refers to a lack of sensitivity. Thus, a
system signal, or system property may be robust with respect to variations in the input
signal, meaning that the allowed perturbations away from the nominal input is not
going to cause a significant departure in the response or property of the system. Or, a
system is robust with respect to a system variation, i.e. the actual system is different
from the model, but this difference has little impact in that the behavior of the system
is pretty much like the behavior of the model. In each case robustness refers to the
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insensitivity of a particular property with respect to a perturbation that belongs to a
predetermined set of perturbations to be considered.

Robustness is not a universally desirable property. A system is designed for a pur-
pose, and responsiveness may be exactly what is required. Robustness must only hold
in the sense that the desired behavior is insensitive to changes in the rest of the system,
or signals impacting on the system.

Robustness of stability reflects to what extent system parameters are allowed to vary
without affecting the desired stability. This is so-called robust stability.

Stronger than robust stability, because stability is really a must have property in a
controlled system, is robust performance. In this case, the requirement is to keep the
controlled system performing within acceptable limits, despite a range of variations in
the system or external signals impacting on the system. The aim is to have only a minor
change in performance, despite a large perturbation somewhere in the system.

By way of example, a hard disk drive has a guaranteed seek time, the maximum time
it takes to go from one track to another. This performance specification has to be met
by each hard disk drive mechanism. The control algorithm has to ensure this, despite
the fact that the mechanical resonant frequencies may vary significantly between dif-
ferent units (even produced on the same manufacturing line). The seek time is robust
with respect to resonant frequency.

6.8.2 Sensitivity Computation

Typically the following uncertainties or perturbations must be considered in system design:

� External disturbances, external signals entering the system, some measured (like
the variable composition of the feed-material in the ceramic tile factory), some un-
measured (like the noise in the music recording, or the wind load on the antennae).

� System variations in parameters, often referred to as structural uncertainty or para-
metric uncertainty (like the resonance frequency in the hard disk drive).

� System model errors, often referred to as unstructured uncertainty. Due to the fact
that the model does not capture all of the system dynamics. For example in the
antennae servo design, the resonances are not part of the control model.

With respect to a single loop control system, as depicted in Fig. 6.11, the design
engineer will verify the sensitivity or robustness of all the signals in the loop with
respect to the above uncertainties. In Fig. 6.11 de represents an external disturbance,
becoming d in the system, and rf is a filtered reference.

Fig. 6.11. A typical closed-loop control system

6.8  ·  Sensitivity
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6.8.3 General Approach

When designing for robustness, the operational boundaries of a system are first de-
fined. Typically no bifurcations are allowed within the normal operating envelope of
the system. Bifurcations will be considered as part of the analysis of the behavior under
fault conditions. Within the operational envelope of the system it is safe to assume that
all cause-effect considerations, robustness and sensitivity can be captured through
operators whose properties vary smoothly with parameters, signals and so on.

From the block diagram in Fig. 6.11, assuming for simplicity F= 1 and Gd= 0, and
an ideal, unitary gain sensor, H= 1, the operators of main interest are:

(6.17)

Syr represents the response of the output y to the reference signal r, and so on. As can
be observed, all these operators have the same denominator. We could think that just
making this denominator somehow large enough all the sensitivities would be small,
regardless of which signals we consider.

There are constraints though. In particular for the so-called system sensitivity, S= Syn,
indeed it is trivial to observe that

(6.18)

This equation tells us that system sensitivity S= Syn and the so-called complemen-
tary sensitivity T= Syr, cannot both be small at once, as their sum adds up to the unity
operator. We have to accept some sensitivity in a control loop. This is a fundamental
constraint13.

All sensitivity functions play an important role in control design.

6.8.4 Sensitivity with Respect to System Dynamics Variations

The Operators 6.17 describe the response of the system variables  y, u, … to the external
inputs  r, n, …. They define the performances of the system. In design, it is precisely these
operators that are to be designed. It is therefore important to analyze what happens if the
operator G (describing the system under control) changes, in this way we explore what
happens to our design when the real system differs from the model used in design.

In particular, let us see the influence of changing G on the reference signal to output
operator, the complementary sensitivity, T. Assume H= 1, for simplicity, and take the
derivative of T with respect to G in Expression 6.1714, it is easy to see that

13It should be noticed that the fundamental limit imposed by the equality S + T = 1 allows both S and T
to be larger than one. Think of both as a complex number (that varies with frequency), or one positive
and large and the other negative and large.
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(6.19)

That is, the ratio of the relative change in the closed-loop operator dT/T due to a
relative change in the open-loop operator dG /G is precisely the sensitivity function S,
which is also the response from the noise to the output. This underscores the impor-
tance of the sensitivity function.

6.8.5 Sensitivity Measurements

We expressed sensitivity using operators, allowing us to see how the sensitivity depends
on particular system parameters. It is also apparent that there is an inherent trade-off due
to the fundamental constraints, and sensitivities cannot be arbitrarily specified.

Information such as the maximum gain of these sensitivity operators is important
information about the system behavior:

(6.20)

and are useful to characterize system sensitivity.
There are positive and negative forms of sensitivity. For instance, high sensitivity is

important in measurement, to detect special signals, like the frequency selection in a
radio. On the other hand high sensitivity may be dangerous, as in a hyper allergic
reaction. Similarly high sensitivity to resonance or noise could be disastrous to the
radio telescope or hard disk drive mechanism.

Summary of Stability and Robustness

The general concept of stability can be expressed as:
A system is stable if its behavior (which includes all initial conditions) has the property that

for all bounded inputs, all conceivable signals are bounded.

We discussed different forms of stability:

� Local stability of an equilibrium (orbit) in an autonomous system requires all system
responses starting in initial conditions close to the equilibrium (orbit) to remain close to
the equilibrium (orbit);
� Asymptotic stability of an equilibrium, if the responses are both stable and asymptoti-

cally approach the equilibrium;
� Global stability of an equilibrium in an autonomous system, if the above holds true for

any initial condition;
� Robust stability, if the stability property is maintained under changes in the system

parameters;
� A system response is sensitive to some parameters, input signals or operators if the system

response varies (significantly) with changes in these parameters, input signals, operators.

For linear systems, stability is an intrinsic property of the system.

14     
.

6.8  ·  Sensitivity
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6.9 Comments and Further Reading

Stability is a well-studied topic, originally motivated by mechanics and such lofty
questions as “Is our solar system stable?”. The early work by Lyapunov laid the foun-
dations for a more general study of stability. His treatise is still an excellent introduc-
tion to the topic (Lyapunov 1992). Stability is dealt with in detail in nonlinear systems
texts such as Khalil (2002) and Willems (1970), which also provide a modern introduc-
tion to Luyapunov’s first and second method. The celebrated Hartman-Grobman theo-
rem, extending Lyapunov’s first method is described in Guckenheimer and Holmes (1986).

The notion of input-to-state stability, and its connections to Lyapunov stability is
very important in systems engineering as it allows us to deal with systems with inputs,
and hence interconnection of systems. The work by Sontag is key in this area, see for
example Sontag (1998).

Bifurcation theory is a branch of dynamical systems theory. It seeks to bring order
in the domain of closed system behavior. Typical books include Wiggins (2003),
Guckenheimer and Holmes (1986) and with a greater emphasis on computational ideas
Kuznetsov (2004). One-dimensional dynamics, like the logistic equation, are well un-
derstood. The generic behavior of such dynamics as well as its robustness are compre-
hensively treated in de Melo and van Strien (1991). A dynamical systems approach to
control systems is not for the faint hearted. Results in this direction are summarized in
Colonius and Kliemann (2000).

Robustness and sensitivity are important notions in all engineered and general sys-
tems. These notions require extensive computational resources to be fully explored.
There are fundamental constraints imposed by the system interconnection structure, and
hence the many iterations in designing new systems. In the context of linear systems there
is a well-established theoretical framework to deal with robustness and sensitivity issues
(Green and Limebeer 1995; Boyd and Barratt 1991), even for large scale systems.
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7.1 Introduction and Motivation

The behavior of two or more systems connected in series (or cascade) is relatively easy
to predict. The first system input is a free signal. Its output is the input to the next
system, which in turn responds to this input, and so on, till we reach the end of the
cascade. The behavior of a cascade is well-defined, as long as each sub-system in the
cascade is well-defined1. At each stage the signal is affected by the system in that stage.
Despite its simplicity, we know that a cascade does not always deliver as expected, as
anyone who has ever played the game of Chinese whispers2 knows all too well.

When systems are interconnected in a loop things are different. Even with two sys-
tems in a loop, where do we start? When do we stop chasing our own tail? Predicting
what behavior is going to exist is no longer a matter of simply understanding the sub-
systems in their own right. The interconnection is essential in defining the behavior.
Moreover, where typically cascade connections are always well-defined, feedback con-
nections are not. A well-known example of a feedback loop that is not well-posed is the
acoustic feedback that occurs with having a microphone listening to the output of a
speaker. Depending on the amplifier in the loop, the result can be most unpleasant. The
shower example, illustrated at the start of this chapter, is another example of how feed-
back has to be treated with care.

Just consider two unitary systems interconnected in a positive feedback loop with
external additive input r= 1. Doing some simple calculation you will come to the
absurdity that 1= 0!!!, indicating that the feedback system is not well-posed. A little
more generally, as discussed in Sect. 5.6.2, the basic operator in a simple feedback loop
consisting of two systems G1 and G2, is given by Eq. 5.13, rewritten here

(7.1)

The issue of well-posedness is concerned with the existence of (1+G1G2)−1. In our
previous example this expression is (1+ (−1)(1))−1 for which there is no valid inter-
pretation.

Feedback

We need feedback
to know how well we have done

and to improve our future behavior.
But should it be positive or negative feedback?

1 Tacitly, we are assuming that the outputs of the previous system in the cascade are acceptable inputs to
the next system, but presumably nobody would build or even conceive a cascade unless this was the case.

2 Whispering a small piece of information into a neighbor’s ear, who then transmits the message to the
next in line and so on. At the end of the line, the received message is compared with the original.
Typically the final message bears little resemblance to the initial message!
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In our discussions we are going to make a leap of faith, assuming that engineers and
nature know how to build systems. We are going to simply assume that the feedback
loops are well-posed.

Much of the power of feedback loops has to do with the −1 (denoting the inverse)
in the above expression. A feedback loop creates some kind of an inverse or a division
of an operator. Just like we cannot divide by zero (the previous example told us as
much), inverses of operators are tricky, but being able to divide or take an inverse by
simply interconnecting some elements is pretty neat, and very powerful.

As observed before, feedback is based on the observation of an output to modify the
input to the same system. For this reason, systems incorporating feedback are also known
as reactive systems. From a control point of view, this is a drawback because the control
system in order to react must first detect the output, or error condition, before it can
take action. On the other hand, very little knowledge about the system behavior may
be required to react appropriately. Moreover, feedback reacts to changes in the loop,
sometimes this is referred to as an adaptive response. In contrast, in open-loop (feed-
forward or cascade) for the final output to do what we want it to do, the models of the
systems in the cascade must be precisely known, so as to select the right input signal.
Roughly speaking the desired input into the cascade must equal the output processed
by the inverse of the cascade, not an easy task in general. Moreover, the input to the
cascade cannot react to changes in any element of the cascade.

Feedback plays a key role in systems dynamics. It is ubiquitous in both the engi-
neered and the natural world. In this chapter we consider some of the powerful prop-
erties feedback offers. We start with a number of examples to illustrate the pervasive-
ness of feedback. Next we explore the power of the feedback a little more.

7.2 Internal Feedback

In Chap. 5, we learned that natural and engineered systems alike are mostly composed
of rather elementary systems such as gains, integrators (accumulators) and (transport)
delays, amongst many. It is precisely the existence of feedback that bestows richness on
the dynamic behavior of interconnected systems. Let us revisit some of the feedback
loops we already encountered.

Filling a tank. In Chap. 2, a kitchen sink (Fig. 2.7) is illustrated. The water level is sta-
bilized because there is feedback: a constant inlet flow increases the amount of stored
water until it reaches a level that produces an outlet flow equal to the input flow. We
often identify this situation with a negative feedback loop: the higher the water level,
the greater the outflow, that reduces this water level. See also Fig. 7.1.

Exothermal reaction. Some chemical reactions become more active as the environmental
temperature increases. Some of these chemical reactions are also exothermic, that is, they
release heat. Such a reaction inside a thermally well-insulated vessel will be explosive as
the temperature will increase as a consequence of the reaction, which in turns accelerates
the reaction, which in turn creates more heat, and so on. In this case, a positive feedback
determines the dynamic evolution of the system, which in this case will lead to an explo-
sion of some kind as to destroy the vessel, and terminate the positive feedback loop.
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Electric circuit. Let us consider a simple loop circuit with a resistor, a capacitor and a
battery. The voltage across the resistance is the difference between the battery voltage
and that of the capacitor. As soon as a current flows through the circuit, the capacitor
accumulates the extra charge and its voltage increases. Once the capacitor voltage equals
the battery voltage the current ceases and the voltage stabilizes.

Motor. A voltage applied to an electric motor driving a fan generates a torque on its
axis. This torque will accelerate the shaft, increasing the angular speed. A counter act-
ing, reactive, friction torque appears as well as a mechanical load (from the wind flow-
ing through the fan) that increases with speed. An equilibrium will be reached once the
motor torque equals the mechanical counter torque.

Ecology. Remember the wolf and rabbits example in Sect. 1.4.4. On the one hand there
is a positive feedback: exponential growth of the rabbit population without the preda-
tors, and on the other hand there is a negative feedback as the rabbits are eaten by the
wolves. The interesting thing here is that these populations do not settle to an equilib-
rium, but rather evolve oscillatory, as in a limit cycle.

Internal Feedback

The dynamic behavior of a system is determined by both the dynamic behavior of the
subsystems (gains, accumulators, delays and so on) as well the interconnection of these.

Feedback is intrinsic to most physical systems.
Compared to a cascade or series connection, a feedback loop made of the same

components will naturally display a richer behavior.
Feedback is used to shape (emphasize, modify) dynamic behavior.

Using some previous examples we illustrate how feedback modifies behavior:

Thermostat. The temperature in a room is stable when heat lost balances against heat
gained. A thermostat will switch a heater on when the room is too cold and when the
room reaches the right temperature it switches the heater off. This rather trivial on/off,
negative feedback, controller based on some measurement of the room temperature is
able to regulate the room temperature, as long as the heater is sufficiently powerful to
reach the set temperature for the given room dynamics as determined by its size, the
outside temperature, and the insulation (windows open or not).

Fig. 7.1. Simple feedback loop

7.2  ·  Internal Feedback
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Motion control. In playing any ball sport, our eyes provide positional feedback and
assist us in directing our motion to intercept the ball, and/or provide it with the desired
motion. Similarly in driving a car we use preview information from the road ahead of
us to steer the car, but we rely on our reflexes (fast control loop) to avoid the dog that
runs across the street.

From these examples we realize that we do not need a lot of information, nor a
precise model of the plant behavior, to implement feedback (control). There is even
model-free control based on feedback (like the thermostat). In many simple systems,
negative feedback usually has a stabilizing effect (as in the tank filling, or the rotating
motor) whereas positive feedback tends to make a system unstable (as in the exother-
mic reaction or the rabbit’s colony from Chap. 1, or indeed the acoustic feedback).

In general though, to predict the dynamic behavior of more complex systems in a
loop or with multiple loops is not straightforward. Feedback may create instabilities,
but it also enables performance and behavior that is nearly impossible to arrive at
otherwise.

Also, positive feedback is not universally bad. For example, oscillators, like clocks,
are important and in biology as in the engineered world, positive feedback is exploited
to create oscillators. In social networks, positive feedback encourages and can engen-
der desired behavior in those that receive it (we all love praise).

7.3 Feedback and Model Uncertainties

The operational amplifier. An operational amplifier is an electronic circuit with a very
large gain A (say A > 105) between its input and output voltage. The normal output
voltage is measured in Volts, say less than 10 V and hence the input voltage will be less
than 0.1 mV (10 V divided by a gain of more than 105).

When building circuits with operational amplifiers, we can rely on the fact that the
gain for any one amplifier is large, but we cannot rely on the precise value of this gain.
Indeed the variation of the gain across operational amplifiers even from the same
manufacturing batch is also very large. A gain variation of a factor of 10 or more is not
uncommon. Also, over the life of the circuit, the gain will change with time and the
temperature of the circuit. The redeeming feature is that the gain stays large no matter
what (say somewhere between 104 and 107). It also follows that that under normal behav-
ior, the input voltage to the operational amplifier will always be negligible (less than 1 mV).

If an operational amplifier is connected in a negative feedback configuration, that
is, the output voltage is looped back to the terminal labeled with a −, as shown in
Fig. 7.2a, the gain in the new circuit, between the output Vo and the input Vi is:

(7.2)

This relationship is represented in the equivalent block diagram Fig. 7.2b. Because
the amplifier’s gain A is very large no matter what, the input-output relationship is well
approximated by
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Observe that the actual gain of the amplifier does not matter, nor does the rest of
the circuit, where Vo or Vi are connected into! (Amplifiers simplify circuit analysis and
synthesis considerably!) The relationship between these two voltages is solely based on
the resistors around the operational amplifier. When these resistors can be defined
very accurately, so is the relationship between the input and output voltage. This is an
important simplification, and all due to large negative feedback.

The Operational Amplifier

For those who know some circuit theory. With Ohm’s law (the current through a resis-
tor is proportional to the voltage drop across a resistor), and Kirchoff’s laws, (that the
sum of voltages in a loop is zero and the sum of currents at a junction is zero), you can
readily derive the input-output relationship for the operational amplifier circuit. From
Fig. 7.2a, at the summing junction 1, using Kirchoff’s current law, knowing that the
input current to the amplifier is zero we have

The amplifier’s equation is simply Vo= Aε. Replacing ε by Vo/ A in the previous equa-
tion, yields after some algebra, Eq. 7.2.

As shown in Fig. 7.2, whatever is in the direct path of the loop is not very important, as
long as the gain is large enough. The whole system behaves as having a net gain of −(Ro)/(Ri).

This result can be extended to any dynamic feedback system. Consider a block dia-
gram from Fig. 6.11. Under the assumption that both the disturbance and the noise
signals are zero, the following relationship holds:

(7.3)

Thus, as far as the gain of the operator GK is much larger than unity, for the signals
of interest, the input/output relationship is only determined by F and H (Eq. 7.4). De-
signing both elements accurately will deliver the desired response, independent of the
plant or the feedback controller:

(7.4)

Fig. 7.2. An operational amplifier

7.3  ·  Feedback and Model Uncertainties
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It may look too good to be true. In general it is, although it is almost true. Indeed we are
not able to make GK >> 1 and also achieve stability or well-posedness for all possible refer-
ence signals r; but it is possible to have GK large where it matters3, when r belongs to some
class of signals, and it is then possible to get the above relationship holding where r matters.

The same concept can be useful when dealing with more complex system and op-
erators (nonlinear, stochastic, multivariable and so on).

By way of illustration, suppose that r is a constant signal, F=H= 1 and there is
neither disturbance nor noise. In this case having in the feedback controller K a pure
integrator (which is retained in GK, which is the case if the plant does not differentiate
its input) would guarantee that y= r whenever steady state is reached. This is true
assuming a well-posed feedback. Indeed in steady state y is a constant. From Fig. 6.11
the input to the feedback controller, K is then r− y also a constant. Because the feed-
back controller contains an integrator, this constant must be zero. If it were not so, then
this constant input would be integrated and this would yield an unbounded signal inside
the loop, which contradicts the steady state assumption.

Compare this reasoning with the discussion of the toilet example. The cistern is the
integrator in this case, and hence by the same argument, the cistern will always be filled
to the right level (regardless of the other elements in the toilet).

For this reason, feedback controllers typically contain an integrator, as the integra-
tor enables tracking of constant reference signals without an error. This is also called
regulation. Having the plant output settled at a given reference level is an important
task in control design, if not the most important one. As a consequence integral action
is included in most industrial feedback controllers. In Sect. 9.3.3 this concept is elabo-
rated on in the so-called PID controllers4, which are literally everywhere in the process
and manufacturing industry.

Clearly feedback can provide a good (although not always a perfect) solution for
tracking, provided the loop gain GK is large and FH−1≈ 1 where it matters for the
signal to be tracked. These are weak requirements compared to what an open loop
solution would have to do:  F≈G−1. The feedback solution does not need a lot of in-
formation about the plant G in order to achieve good tracking (where r is important
and G is small, K should be large so as to make GK large).

7.4 System Stabilization and Regulation

As already discussed, one of the main features of feedback is the potential to stabilize an
unstable system. This also means that feedback can destabilize. In the example discussed in
Sect. 6.4.3, α  was the feedback parameter to be tuned and we realized that the system behav-
ior could be adjusted (stable, unstable, oscillatory, damped). The system remains unstable
if α  is outside the interval {0,−2}. There is only a small window of opportunity for stability!

In a more physical setting, in a typical servo motor application, where the shaft
must be positioned at a particular angle (think of the radio antennae problem with a

3 For those who may see these relationships as representations in the frequency domain, GK must be
large where the spectral content of r matters.

4 PID, proportional, integral and derivative action.
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fixed look direction) the variables of the system are as depicted in Fig. 7.3a. There is an
electronic power amplifier/rectifier, a mechanical inertia, friction on the axis, as well
as an integrator which links the motor speed to the shaft’s angular position. The opera-
tor in the forward path from the drive voltage Ea to the position ϑ  therefore contains
an integrator. Any desired fixed angle position is clearly open-loop unstable, due to the
integrator. If a voltage is applied, the motor will run, and the shaft will simply rotate.
We can say that the system is unstable.

Let us introduce a negative feedback in such a way that the drive voltage is gener-
ated by, for instance, an amplifier as the one shown in Fig. 7.2a, with two inputs. The
positive terminal has a voltage proportional to the desired position and the negative
(feedback terminal) receives a voltage proportional to the current shaft’s position. This
is also shown in the block diagram Fig. 7.3b. As long as there is an error or a difference
between these two inputs, a voltage will be generated by the amplifier and the motor
will start to run, hopefully in the right direction so as to reduce the error (negative
feedback). When the error vanishes, no voltage will be generated and the motor stops.

There will be problems if the amplifier gain is too high, because of the motor’s in-
ertia. As long as the motor receives a drive voltage it generates torque and rotates. With
a large gain, even if the position error is small, this voltage is large, and the motor will
have too much inertia to immediately stop or reverse direction even when the shaft
went past the reference position. The drive voltage switches polarity, and eventually
the motor starts turning backwards. The whole cycle repeats itself, producing unpleas-
ant oscillations (vibrations). Feedback needs care.

As may be observed, in order to implement feedback, extra system infrastructure is
needed: the components required to build the feedback path. In this servo motor ex-
ample, the sensor could be just a simple potentiometer, transforming the axis position
into a voltage. In other applications, the lack of appropriate measurement devices may
prevent feedback from being considered.

This servo motor example, though rather different in its physical incarnation has all
the features of the toilet cistern’s behavior. The main features are the integrator (the
motor or the cistern) and the negative feedback loop with a gain element (amplifier or
float). Together these lead to a constant steady state equal to the reference (reference
voltage or float position).

Fig. 7.3. A DC motor-based servo

7.4  ·  System Stabilization and Regulation
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7.4.1 ISS and Feedback Systems

The concept of input-to-state stability considers stability of systems with inputs. This
enables its use in system interconnections, and in particular feedback.

When considering a general feedback configuration of ISS systems, as depicted in
Fig. 7.4 the overall system will be also ISS provided the total gain in the loop is suffi-
ciently small. This is the celebrated small gain stability result.

In this figure, the external inputs are u1, u2, and the system states (outputs) are y1, y2

respectively. The internal signals are e1, e2. The meaning of the signals varies, but typically

� u1 are external disturbances from the environment acting on the system of interest;
� u2 are signals expressing control references and perhaps measurement errors;
� y1 the state (output) of the system under control;
� y2 the state (output) of the compensator, or control subsystem, our design freedom;
� e1 the control input into the system under control;
� e2 the measured feedback, derived from the system under control.

Small Gain Theorem
An important stability result associated with Fig. 7.4 goes as follows.

Assume that the ISS gain from input e1 to output e2 through system S1 is given by g1.
This gain calculation is performed independent of the feedback loop structure, i.e. the
input e1 is assumed to be completely unrestricted. In the simplest case, say for linear
systems, the gain tells us that the size of e2 will be less than g1 (a positive scalar) times
the size of e1.

Similarly assume that the ISS gain from input e2 to output e1 through system S2 is g2.
Again, this gain function is determined independent of the feedback loop, g2 is simply
a property of system S2.

Consider now the gain of the cascade S1 after S2 of the systems in the feedback loop.
The gain of this cascade is the composition of the gain functions g1 and g2 and in the
simplest case this gain is the product of the individual gains g= g1g2. This gain is also
called the loop-gain.

Conclusion. Input-to-state stability of the feedback loop, that is from the external in-
puts (u1, u2) to the external outputs/states (y1, y2) and also to the signals in the loop
(e1, e2) requires that the loop-gain g is strictly less than unity.

Fig. 7.4. A generic feedback loop
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Gain Margin

The concepts behind the small gain theorem allow one to quantify a measure of sta-
bility for a system, or a degree of stability, denoted as the gain margin.

Consider in Fig. 7.4 a system G1 (of interest) in a feedback loop, with a pure (scalar)
gain system G2= k.

In general, as the gain k is increased, the feedback loop may become unstable. If the
largest k such that the feedback loop is stable is larger than 1, then this is identified as
the gain margin of system G1. (1 plays a particular role, because traditionally it is as-
sumed that the unity feedback loop is stable.)

This is perhaps counter intuitive in view of the small gain theorem, but systems may
have an infinite gain margin.

More generally, the so-called conditionally stable systems are only stable for a given
range of feedback gains k, say k ∈ (kmin, kmax). If zero does not belong to this interval
(zero = no feedback) then such systems are open-loop unstable.

The small gain result is very useful, but also very conservative. Indeed it may well be that
our estimates of the gain functions are not very tight, and these estimates may fail to meet
the small-gain stability condition and yet the feedback loop may be stable and very well-
behaved. Even if our gain estimates are tight, we should not expect that the small-gain con-
dition captures all possible stable feedback loops. After all the gain functions only capture
the effect of the size of a signal, and there is of course much more to a signal than just its size.

7.4.2 Linear Feedback Systems

In the case of linear systems, the question of stability and input-to-state stability can
be settled using algebra for which there are efficient computational tools.

Let us reconsider Fig. 5.8 which is a special case of Fig. 7.4 for linear systems. It will
become clear that feedback easily alters the stability properties and that the feedback
loop can be stable and yet both systems in the loop unstable. Let the forward operator
from u1 to y1 be G1(z)= N1(z) / D1(z), and the feedback operator from u2 to y2 be
G2(z)=N2(z)/D2(z) (with negative feedback, as defined in Sect. 5.6.2). Using block
diagram calculus, it is easy to see that the transfer function from u to y= y1 is

(7.5)

The roots of the denominator, N1(z)N2(z)+D1(z)D2(z)= 0 are clearly different from
those of the components D1 and D2. That is, stability of the subsystems G1 and G2 does
not imply stability of the feedback system. Neither does stability of the feedback sys-
tem imply stability properties for the subsystems5.

By way of example consider G1 as a pure integrator in continuous time, G1(s)= 1/s
with a feedback system which is a pure scalar gain G2= g2/1. According to the above
calculation, the closed loop stability is determined by g2+ s, so that the feedback system
is stable if g2 > 0 (see also the discussion around Eq. 6.7). The open loop system G1 is

5 This will be a key point in designing feedback controlled systems, as discussed in the next chapters.

7.4  ·  System Stabilization and Regulation
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unstable. The integrator’s gain margin is infinite. Applying a negative gain in G2 has the
effect of applying positive feedback, which indeed destabilizes the loop.

Similarly, in discrete time, with G1= 1/(z− 1), an integrator in discrete time and a
feedback system G2= g2 a pure gain. The feedback loop is stable provided the roots of
g2+ (z− 1)= 0 are less than one in magnitude. The only root is 1− g2, which is less
than one in magnitude for g2∈ (0, 2). Again, the open loop system is not stable. The
gain margin is finite, it equals 2. A negative gain as well as a gain larger than 2 will lead
to instability in this case (remind the example in page 161).

Bode plots and Nyquist plots examine the behavior of the loop gain G1G2 to identify
the boundary of stability and this explains to some extent the popularity of the frequency
domain methods, as before computers appeared, graphical methods provided powerful
design methods. The key in this frequency domain approach is to ensure that at no time
the loop gain G1G2 can have a magnitude larger than one and a phase shift of 180 degrees.

Using the frequency domain ideas, it can be seen that the instability for one or two
integrators described in Sect. 5.7 require positive feedback.

This was obvious in the single integrator loop, Fig. 5.14 where we explicitly used
positive feedback to obtain an unbounded response (as explained just above again).
Using frequency domain ideas, considering sinusoidal signals as input, it is clear that
the integrator produces a sinusoidal output, of the same frequency, but with a phase
shift equal to −π/2,6 regardless of the frequency. It then follows that the loop gain can
be arbitrarily large, and no instability will develop.

Positive feedback can however occur in a loop, even when we think we are applying
negative feedback. As previously discussed, the elements in the loop will determine a
loop gain and phase shift. Assume that for some frequency there is a phase shift of
φ=−π  radians or −180 degrees. That means a change in sign. If the gain at this fre-
quency is higher than one, the effect is similar to a positive feedback and the closed-
loop system is unstable. If the gain is exactly one than a resonance occurs.

This observation can explain loop instabilities and forms the basis of the celebrated
Bode and/or Nyquist stability criteria.

In the two integrator case, Fig. 2.13 without friction, we have exactly −180 degrees
phase shift. Each integrator produces −90 degrees phase shift, so the total phase shift
is φ=−180. The gain in the loop is 1/ω2, which is one for ω= 1 (in this way we have
identified the resonance pulsation).

For the three integrator problem, any constant feedback will result in an unstable
system. To illustrate the effect of the feedback, we use a small trick. First we apply some
small negative feedback loop around each of the integrators, so that we have a nice and
stable behavior in the forward path. This is illustrated in Fig. 7.5. The phase shift for
each of these systems varies from 0 to 90 degrees. Hence in the forward path the total
phase shift varies from 0 for low frequency to 270 for high frequency inputs. (The phase
shift of a linear systems consisting of two linear systems in series is indeed the sum of
the phase shifts of the linear systems.)

Assume unitary feedback around the three-integrator system. The smaller the feed-
back gain we use internally in the components, the larger the gain in the forward path.
This implies that at 180 degrees phase shift the loop gain can be larger than one, pro-

6 A phase shift of π/2 or 90 degrees, a cosine wave input produces a sine wave output.
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vided the introduced feedback gain is sufficiently small. Hence instability will result.
The situation does not change when considering the limit, that is the case of zero feed-
back around the individual integrators, which is exactly the situation of three integra-
tors in series in a negative feedback loop.

7.4.3 The Nyquist Stability Criterion

Proper design of feedback is a challenging problem in many real applications. One of
the pioneers of feedback synthesis was Nyquist, who was faced with stabilizing tele-
graph telecommunication lines that required multiple signal amplifiers. He developed
design rules, and the Nyquist stability criterion which settles the stability of single loop
feedback systems for linear single input single output systems.

To capture the essence of this celebrated result, consider a unity negative feedback
loop (G2= 1) with a plant in the forward path G1 as in Fig. 5.8c, which is stable in itself.
When is this loop stable? When is (1+G1)−1 well-defined?

The problem can be appreciated as follows. Suppose that the input is a sinusoid.
Because of linearity (and the fact that the plant is stable), the response is also sinusoidal
with the same frequency, but with some phase shift and an amplitude change. In fact, all
the signals in the loop will be sinusoidal in steady-state. If, for the applied frequency
the open loop plant response is exactly 180 out of phase with the input with a gain of
at least 1, then our negative feedback loop becomes a positive feedback loop. Because
the gain is 1 or larger, chasing the signal around the loop indicates instability. If the
gain was less than one, the loop results in some finite amplification, and all is well.

In general, the input of a system is not purely sinusoidal, but any signal can be
decomposed in sinusoidal components (its power spectrum). Thus, if we analyze the
frequency response of the plant (G1), it will be easy to detect if for some frequency, the
gain is larger than one and the phase shift being −180 degrees. If this is the case, the
feedback system would be unstable. Graphically if we construct the (polar) plot of G1 as
a function of frequency, (an example in Fig. 7.6), in the complex plane the point (−1, 0)
must stay to the left, or remain outside the Nyquist contour7.

Fig. 7.5. Series connection of three feedback stabilized integrators, in a unity feedback loop; unstable
for sufficiently small feedback gains

7 In the Nyquist criterion, a closed graph is plotted, the Nyquist contour, and the stability is determined
by looking at the possible encircling of the (–1, 0) point.

7.4  ·  System Stabilization and Regulation
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7.4.4 Integrator with Delay and Negative Feedback

Once the danger of positive feedback is appreciated, it is easy to see that systems with
delay can cause havoc (like our shower!). A delay of τ  seconds introduces a phase shift
of value ωτ . Even a simple integrator with delay in a negative feedback loop can lead
to instability when the gain is too large. This is illustrated in Fig. 7.7. Assume a simple
tank, the net input flow q being controlled. The control signal is proportional, k, to the
error in the tank level h with respect to a given reference r. It is not difficult to find
when a gain is too large. The loop gain is k /ω . The total phase shift is −(ω+ π/2).
Therefore a phase shift of −π  occurs when ω= π/2. The loop gain must be less than 1
at this frequency, so k is limited to be less than π/2≈ 1.5. In the example in Fig. 7.7, a
gain of 1 presents stable behavior, but a gain of 2 leads clearly to an unbounded re-
sponse. In this case, the tank will either empty or overflow. Of course we will not see
an unbounded signal, after all that would signify the end of the world as we know it.

Fig. 7.6. Polar plot of a frequency response, from ω = 0 (left) to ω→∞ (origin). As the point (−1, 0) is
to the left of the curve, a unit feedback loop is well-defined

Fig. 7.7. Integrator with delay in a negative feedback loop
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7.5 Disturbance Rejection

Most systems are composed of many subsystems. This opens the possibility that in the
connection between subsystems external, undesirable signals can enter. As the proper
operation of the system depends on the information flow between systems, disturbances
create problems.

Many different disturbances can be distinguished. In the case of signal transmis-
sions they are in the main noise indicating some interference with or perhaps partial
loss of signal. In other systems, as schematically represented in Fig. 6.11, the distur-
bances (signals d and n) may be more severe either corrupting a command signal or
a measurement signal. Often it is either too difficult or too expensive to try to measure
all possible disturbances. In this case, feedback can help to reduce the effect of these
disturbances on the variables of interest. We say that feedback helps to make the sys-
tem response robust with respect to the disturbances.

By way of example, consider an industrial boiler or steam generator (the central
heating system in a building, or in a electrical power generating plant), as in Fig. 7.8,
designed to provide steam (to heat, or to feed an engine).

In order to maximize the efficiency of the boiler it should work under design con-
ditions of water level, temperature and pressure. If the boiler is going to run continu-
ously with the same load, it may be enough to set some prescribed variables and let the
system operate. Normally though the engine downstream or the building to be heated,
does not need the same amount of steam all the time. The demand for steam is vari-
able, and as a consequence the boiler should follow as to produce steam to meet de-
mand. This has implications for feed water supply to the boiler and fuel supply to the
burner. Steam demand is difficult to measure, and often somewhat unpredictable.
Feedback comes to the rescue. Based on, for instance, the measurement of the boiler
temperature, the fuel supply to the burner can be manipulated automatically. Feedback
will react, if properly designed, in such a way that a decrement in the temperature will
result in an increment of the fuel flow and vice versa. The influence of load variations
will be greatly reduced and the temperature will remain close to the required value.
Similarly the water level can be used to control the water supply, as shown in Fig. 7.8.

Again, by recalling the block diagram in Fig. 6.11, suppose that the disturbance d rep-
resents the steam demand, or load on the boiler. Without feedback, the variation in the

Fig. 7.8. Steam generator with some associated instrumentation

7.5  ·  Disturbance Rejection
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temperature (the output y) will be G times this disturbance. On the other hand, the rela-
tionship between the temperature and load variations when using the feedback will be

(7.6)

and again, if the loop-gain of the composed operator GKH is much larger than one for
the signals we are interested in this relation reduces to simply 1/KH. The controller K
can then be chosen to achieve a required disturbance rejection, i.e. K is large where d
is large. For example if d were constant, an integrator in K will reject the load distur-
bance completely i.e. it is not necessary to know the amount of steam required. The
boiler will deliver it!

7.5.1 Noise Feedback

One unavoidable aspect of feedback is that the system input will be influenced through
the measurement on which the feedback acts. This implies that whenever this measure-
ment has an error the feedback will produce erroneous activity. Any measurement im-
plies some deviation between what had to be measured and what is measured, as no sen-
sor is perfectly accurate. Say that the measured signal is the desired signal plus noise.

This noise will therefore excite the system unavoidably. This could lead to undesirable
behavior. For example if measurement noise could excite the resonances in the antennae
structure (see Sect. 3.4), the radio telescope would be a useless instrument. In Fig. 7.9, the
speed of a motor is measured by a tachometer providing a noisy measurement.

Hence we need to measure as well as possible or, failing to do this, to filter the measure-
ment as to suppress the noise and yet retain the necessary feedback information.

Filters, observers or estimators are different forms of elements in the feedback path
that extract from the noisy measurement as much information about the system/sig-
nals as possible. Filters can exploit models of the system dynamics as an advantage, so
as to be able to distinguish a signal that could come from the dynamics from another
one which is external to the dynamics. Sometimes, the information that is extracted is
related not only to the signal that is measured but also to other signals internal to the

Fig. 7.9. A tachometer and the noisy signal it delivers
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system, like the state components, as this may make it easier to compute what feedback
is actually necessary. We will revisit this in the following chapters.

Looking at Fig. 6.11, the sensitivity functions previously defined (Eq. 6.17) are

(7.7)

Under the ideal conditions, (HKG >> 1), these operators will be

(7.8)

Thus, whenever the feedback filter H has a low gain at a given range of frequencies in
order to reduce the effect of noise, the system output/reference will necessarily have high
gain or amplify the input signals in this range of frequencies. This identifies another clear
trade-off between requirements with respect to noise rejection and reference tracking.

Control Performance Trade-Off

There exists a fundamental trade-off in any feedback control system:

a high tracking accuracy inevitably reduces the capacity to reject (similar) disturbances.

Because typically the signals we want to track (steps, ramps, sinusoids) are quite
different (at least from a frequency content point of view) from those appearing as
output disturbances that must be rejected, this trade-off can be negotiated by “strate-
gically” allocating tracking accuracy in the right frequency band.

Moreover, feedback control can be complemented with feed forward as in a two-de-
grees-of-freedom control strategy to improve overall performance (see also Sect. 8.6.1).

7.6 Two-Degrees-of-Freedom Control

If there are unwanted external signals, or disturbances acting on the plant, feedback
can be designed to reduce their effect on the signals of interest. This happens without
the need to measure the disturbance directly, and the feedback acts on the effect the
disturbance has on the signal of interest (which is always measured, otherwise there
would be no feedback). Well-tuned feedback reduces the sensitivity of the plant re-
sponse to disturbances.

This property is very hard to achieve with feed-forward control, because to reduce
the effect of a disturbance through the input to a cascade requires either precise mea-
surement of the disturbance or precise (preview) knowledge. Also, in an open loop
situation, if the systems in the cascade vary, this automatically affects the output. Using
feedback it is possible to make some aspects of the response less dependent on these
system variations, and thus maintain performance.

7.6  ·  Two-Degree-of-Freedom Control
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Consider again the typical control feedback system already discussed in the previ-
ous chapters (Fig. 6.11). The plant or system to be controlled is characterized by the
operator G which is partially known, nonlinear, and perhaps time varying. The system
is subject to an additive input disturbance d, which cannot be measured. For simplicity,
let us assume Gd= 1. The plant output is affected by a (noise) disturbance n. The mea-
surement device has a transfer operator H, which is used to suppress or filter out the
effect of the disturbance n in the feedback loop. The feedback controller is K. A refer-
ence signal r is to be tracked by the output, i.e. we desire y≈ r.

From a design point of view, the questions revolve around the selection of K the
feedback control, F the feed-forward control and to a lesser extent H, the measurement
noise filter. The fact we have both K and F to work with, is captured as two-degrees-of-
freedom control.

Feedback can be used to stabilize an unstable plant, attenuate disturbances, reject
plant variations, and improve tracking performance. On the other hand, as already
alluded to, too much feedback could destabilize the loop. Another unwanted effect is
that feedback acts on what has been measured. So an incorrect measurement (as a
consequence of the signal n in Fig. 6.11) will lead to unwanted control action.

Once feedback K (and H) has been selected mainly for responsiveness and distur-
bance rejection purposes, the tracking performance can be modified by means of F.
As F is outside the loop, it does not influence the loop behavior too much, and does not
affect stability at all. In this way two-degrees-of-freedom control can achieve both
responsiveness and tracking performance. Because the feedback design makes the
response less sensitive to plant variations, feedback is designed first, and then for the
resulting compensated system the feedforward control is designed.

7.7 Feedback Design

Feedback may be used to get a controlled system that performs better than the open-
loop system. Stability, tracking, disturbance rejection, are all aspects feedback may be
used for. When one has the option of designing a new system that must have certain
characteristics it pays to consider both the plant to be controlled and the feedback con-
troller together to achieve the overall purpose. Of course, actually quite often, control arrives
as an afterthought. The plant has been designed, and now some new requirements
come forward, and feedback is added to an existing system. This has clear drawbacks.

Let us consider that you want to design a boat to sail in a race, fast and safe. First you
could design a boat to be really safe, strong and able to master all winds and waves.
This boat is presumably going to be rather heavy and hence sluggish. No amount of
feedback used to optimally steer this boat, and trim the sails to the wind are going to
make this boat behave like an America’s Cup winner. More appropriately we would
design a hull with a low keel, and little friction and large sails. The disadvantage is that
wave action will be able to destabilize the boat, creating large oscillations, that would
be virtually impossible to control by trimming the sails. Indeed this could not be guar-
anteed, as nobody can guarantee wind. Thus, creating a boat with an actuated keel, one
that could be deployed and adjusted according to the wave action, and large sails that
can be automatically trimmed would be the way to go. Not surprisingly the combined
design of control system with plant to be controlled, leads to a superior solution.
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Quite a similar situation may happen in designing the suspension of a car com-
posed by dampers and springs. If they are passive elements, the stiffer they are the
less displacement in the car body, but also the less comfort for the passenger. You may
design them being very soft, but then large and sustained oscillations will result on
a bumpy road. Feedback may provide the option to adjust the damping depending on
the road conditions and the driving behavior: so-called active suspension.

In order to use feedback in systems’ design as an advantage, the following condi-
tions must be satisfied:

� well-defined goal(s) must be articulated;
� variables of interest must be measured, sensor subsystems must be provided;
� sensor information must be able to be related to goal attainment;
� the control algorithm must be able to decide how to take action, given information

from the sensors and the goal(s), as well as the system model;
� feedback action can be applied as required to the system input, appropriately di-

mensioned actuators must be provided.

Open Loop Vs Closed Loop Control

Summarizing, open loop, as in a cascade or feed-forward control; closed-loop as in
feedback control have the following characteristics:

� Open loop system controls cannot affect stability, those in closed loop can.
� Open loop systems are always well-posed, closed loop systems not necessarily.
� Open loop systems are not reactive, closed loop systems are.
� Open loop systems do not reject plant disturbances, closed loop systems can.
� Open loop systems are sensitive to plant variations, closed loop systems can suppress

plant variations.
� Open loop control systems require accurate plant model and disturbance preview

for performance, closed loop control systems do not rely on either an accurate plant
model nor disturbance preview for performance.
� Open loop systems are not responsive to plant measurements, closed loop systems

rely on accurate plant measurements.
� Combined feed-forward and feedback systems, two-degrees-of-freedom have all

the advantages of either approach, and none of the disadvantages.

7.8 Discussion

Feedback is the most important feature in any controlled system.
Feedback is present in most natural as well as engineered systems. This follows

because the basic building blocks in nature, as well as in the engineered world,
are essentially very simple: accumulators (reservoirs, energy storage), gains, sum-
mers and delays. The behavior of these simple building blocks is nearly always
trivial. The complex behavior so clearly observed in many systems, only follows
through the interconnection of many simple subsystems using feedback loops,
since without feedback, without creating loops, there is no complexity at all in the
behavior.

7.8  ·  Discussion
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Let us summarize the key ideas, and observations, together with some warnings:

� Feedback may be used to stabilize or destabilize a system.
� If the loop gain is less than unity, the closed loop is stable.
� Feedback may be used to improve robustness. To accomplish this high gain feed-

back is essential. If there is a high gain in the loop, the process model and or distur-
bances are less relevant and the global behavior mainly depends on the elements in
the feedback path, which are specifically designed to achieve the control objective.

� High gain may result in components, like actuators, to saturate. High gain increases
the risk for instability. There is a trade-off between robustness and stability.

� There is a trade-off between tracking and noise rejection.
� Two-degrees-of-freedom controllers help. The stabilization and disturbance rejec-

tion activities are tasks for the feedback loop, which is to be designed first. The
tracking response is the task of the feed-forward controller, which can be designed
next, based on the feedback stabilized loop.

� Feedback control reacts to errors detected in the system. Dealing with non-mini-
mum phase systems (that is, systems showing an initial inverse response) or time
delayed systems (that is, without any immediate response) require more sophisti-
cated design. Simple high gain solutions will not work.

7.9 Comments and Further Reading

Feedback is a key concept in engineered systems and natural systems alike because of
its ability to create interesting behavior from simple building blocks. As observed, feed-
back can significantly modify behavior. Feedback has a long history (Cruz and Kokotoviõ
1972).

The importance of feedback in life as we know it, is well-established. See, for in-
stance Hoagland and Dodson (1995), which gives a very gentle introduction. The im-
portance of oscillations, and the role feedback plays to establish these in biology are
well-documented in Goldbeter (1997).

A history of feedback control, with the emphasis on feedback starting with some
interesting examples of clocks and float mechanisms is presented in Mayr (1970).

The input-output methodology is developed in Desoer and Vidyasagar (1975), and
also in Mees (1991), which is heavily motivated by biology. Classical frequency domain
ideas, building directly on the early work of Nyquist (1932) followed by Bode (1945)
are developed in detail in Doyle et al. (1992) and a modern treatment using an alge-
braic and optimization-based approach is Green and Limebeer (1995). Despite the fact
that a number of fundamental constraints have been established in feedback, we have
only discussed superficially a few. No comprehensive or unifying treatment of feed-
back from this perspective exists in literature (even for linear systems).

A more mathematical treatment of feedback but still intended for a large audience,
is Astrom and Murray (2008).

A treatise of feedback in a nonlinear systems and input-output setting is still under
development. The role of input-to-state stability is developed in Sontag (1998) and Khalil
(2002). Substantial advances have been made using ideas of passivity which we have
not discussed. Passivity expands on the notion of system gain, and brings in the idea
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of phase, which plays such an important role in the linear system setting. A compre-
hensive treatment of this notion and how it applies to a very large class of nonlinear
systems that can be described using the physical principles of electro-mechanical sys-
tems is Ortega et al. (1998). A more mathematical treatment is van der Schaft (2000).

The importance of feedback in electronic design is undisputed. A particular discus-
sion of just this aspect of electronic design is Waldhauer (1982). The operational amplifier
and its role in modern electronics is taught in all electrical engineering curricula.

The main control module used for feedback in the process industry is the so-called
PID regulator, a good overview of the design questions surrounding PID controllers
can be found in Astrom and Hagglund (2005).

7.9  ·  Comments and Further Reading
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8.1 Introduction and Motivation

In considering a natural or human made system that operates as expected, it is often dif-
ficult to differentiate between process and controller. Is the teacher in control of the class,
or is the class in control of the teacher? Even simpler, when flushing the toilet there is the
clear understanding that the action of starting the process, be it by a proximity sensor, or
pressing a button, or pulling a chain achieves the desired effect: the toilet is cleaned, and
ready for its next use. Nobody really cares about the internal workings of the toilet system.
From this perspective, it is difficult to realize that a feedback loop is at work, let alone that
certain references such as flushing time, and fill level have been set.

In some other cases, despite the fact that control and process are well-integrated it
remains relatively easy to identify what is in control and what is controlled.

A steam engine in a locomotive is such an example. There is the combustion chamber
where the fuel is burned, producing steam in the boiler, which through its pressure and
expansion drives the crank and slider mechanism that turns the wheels. There is also a
Watt’s governor1 as shown in Fig. 8.1. This device opens or closes the steam supply accord-
ing to the actual wheel speed, too fast and the steam supply is throttled, too slow and the
steam supply is opened up. It ensures that the locomotive runs at a nearly constant speed,
as prescribed by the driver.

In this case it is very easy to distinguish two subsystems: the energy transformation chain
from the chemical energy in the fuel to the kinetic energy of the train, and the governor

The Control Subsystem

The illusion of freedom.
The feeling of being under control.

Who is controlling who?

Fig. 8.1. Steam locomotive and Watt’s governor

1 The centrifugal force on the balls turning around a due to the speed of the train raises the point b and
reduces the steam supply. James Watt, 1736–1819, Scottish engineer whose role in the industrial revo-
lution cannot be overestimated. The unit of power is named after him.
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regulating the speed. Steam engines would not run safely without a governor, neither would
wind mills for that matter (it is from the latter that Watt adapted the idea to suit his engines).

The structure of this example is repeated in natural as well as engineered systems.
Control is now so pervasive that it is hard to consider any device that does not contain

some form of control. Hard disk drives and compact disk players have track seeking and
servo control. Cameras have image stabilization. Washing machines have sequencing, and
often rule-based controllers that minimize energy and water usage as dish washers do.
Microphones and hearing aids and recorders have automated gain control to avoid satu-
ration and improve the fidelity of capturing sound. Cars are full of control devices, some
have brake-by-wire, traction control, cruise control, climate control, engine control, lights
and screen wipers that respond to the driving conditions, adaptive suspension and so on.
Similarly aircrafts, trains, ships … Nowadays driven by a need for greater efficiency or
more sustainability there is a push for pervasive networking, creating smart infrastruc-
ture (water, electricity and gas distribution systems as well as transport networks) and
developing the largest networked control systems spanning entire continents.

So far we have considered the simple interconnection of systems as open loop or
closed loop. This chapter goes somewhat beyond this, and is particularly concerned
with the control subsystem, what it consists of, and what we may expect from it, and
how it is interconnected in the overall system.

Historical Note

In its early incarnations, feedback was an art, an inherent part of making things work. The
earliest examples of feedback are probably found in the first mechanized ancient water
clocks (clypsydra) found in ancient Rome and Greece, as early as 300 bc. The water clocks,
which essentially keep time through a constant flow of water, were made more precise
due to a pressure regulator in the water supply. Another well-known example of feed-
back art, again related to time keeping, is the design and indeed evolution of the escape
mechanism, essentially a speed regulator that brings the swinging motion of the pen-
dulum over to the motion of the hands of a mechanical clock. All of these were imple-
mented by trial and error, without much theory or prediction (which comes with ana-
lytic design) of how they would function.

The trial and error approach failed at the dawn of the industrial revolution. Indeed, the
steady state oscillations or limit cycles that appeared in some applications of steam en-
gine governors lead to the first systematic study of stability, with contributions by Maxwella,
Routhb and Hurwitzc. Similar governors were in use well before the steam engine, to regu-
late the speed of wind wills all over England and the European mainland. They func-
tioned well, but the interaction with the much faster working steam engine created dy-
namic instabilities not encountered before. It took about from the middle of the
19th century to the middle of the 20th century to transform the art of feedback into an
engineering discipline. The introduction of digital computing enabled automation to
proliferate, and now control engineering is a normal part of engineering curricula in most
engineering disciplines all over the world.

a James Clerk Maxwell, 1831–1879, best known for the Maxwell equations describing the electro-
magnetic field. One of the greatest minds of all time, according to Einstein.

b Edward Routh, 1831–1907, English mathematician, best known for his work on mechanics, and an
analysis of stability of linear systems.

c Adolf Hurwitz, 1859–1919, German mathematician which become famous for his work on alge-
braic curves.
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The role of the control unit is intimately related to how it is interconnected with the
object under control. Its position in the cascade or feedback loop conditions how the
control acts in the overall system, and this in turn affects how it is designed. The actual
nature of the control unit can be mechanical, electrical, electronic or digital, depending
on the most appropriate technology and the application. The different elementary ways
in which the control subsystem can be linked with the system are shown in Fig. 8.2.

Control System Interconnection

a Open loop, control before the plant.  The control unit is to generate the appropriate
command inputs for the plant.

b Open loop, control after the plant. The control unit evaluates the output of the plant and
decides about future inputs for use at a later stage. Typical in batch processes and so-
called quality control, not for real time control.

c Feedback loop, feedback control. The control unit generates the inputs for the plant,
based on real time information about the response of the plant, and information ex-
ternal to the plant.

More complex structures can be conceived, but they all use the above as elementary
building blocks.

These different options will be further explored in Chap. 10, where we discuss de-
sign aspects of the control system. The purpose of this chapter is to analyze the struc-
ture of the control subsystem itself. What is it for? What are the options? What can we
expect from it? We already know the main concepts to be discussed in this chapter.
They are the information flow, the control objectives and the control constraints, feed
forward versus feedback, mixed control, integrating process and control.

Fig. 8.2. Process and Control subsystem interaction

8.1  ·  Introduction and Motivation
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8.2 Information Flow

At a basic level, it is clear that monitoring and control both depend on information
extracted from the process (perhaps through sensors) and that control units deliver
information into the system for further action by the process (perhaps through actua-
tors). Causality determines the direction associated with the information flow.

The basic structures of information flow are a cascade and a loop. So far we have
only seen some simply interconnected systems, either a single cascade or a single loop,
and occasionally a cascade containing a loop like in the two degrees of freedom con-
troller structure. Also it has been always easy to determine the causality between sub-
systems, and hence the information flow was always easily recognized.

However dealing with a natural system of some complexity, or even an engineered
system, it is not always easy to tell how the information flows. Nevertheless, causality
can always be inferred from an understanding of the dynamics. Moreover, when the
topology of interconnections becomes cluttered, with many interacting loops and cas-
cades mixed, even simply keeping track of what controls what becomes a major under-
taking. The rule here is really divide and conquer. First identify the information flow
for each interconnection: what is the cause, what is the effect (even this may be hard if
the subsystems at the interconnection cannot be isolated from the rest of the system).
Then using the resulting block diagram, subsystems in cascade can be studied sepa-
rately, or in a single block. Any loops will need to be considered as a single unit. This
way we can build a hierarchy of levels of systems, until we arrive at the external signals,
the free inputs, and the measured outputs. At the end of this process, we can zoom in
and out analyzing the system at any one particular level of its subsystems, and thus
building our understanding of the overall behavior.

In a process environment, the Fig. 8.3 schema is quite typical, at least at the highest
level. There is the main stream of information from the manipulated variables to the
measurements gathered by the Data Acquisition System. The process generates signals

Fig. 8.3. Information flow
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which provide the information about its behavior, as influenced by external distur-
bances. This information is then digested, and presented to the ultimate controller, the
human operator who decides where to go next with the system.

This picture at this level of generality even applies to how a country’s economy is run.
An important collection of operators sets the price of money (the interest rate), which
in turn influences the economy, the vital data of which, like trade balances and debt
levels and unemployment conditions allow the operators to make further decisions.

In case of a distributed control system, the flow of information is much richer. There
are many subsystems intertwined, all with different dynamics, acting over different
time scales. Understanding the information flows is essential to come to terms with
how control acts in a system.

8.3 Control Goals

No matter at which level we look into a system, the main purpose of a control subsystem,
the controller, is to generate signals that eventually (perhaps through human interven-
tion) drive the process it controls, such that the latter behaves in an expected manner.
There is always at least one physical interface between the control subsystem and the
process, and in a feedback loop there are two, one for sensing and one for actuation.

In some cases the interface is just a direct physical connection. For instance in the
Watt’s governor (see Fig. 8.1) the displacement of the flyball(s) is mechanically linked
to the displacement of the valve position that throttles the steam flow.

In many other instances, the output of the controller exists in a totally different physi-
cal domain from the domain in which the input signal to the plant lives, or the sensed
variable lives. In such instances a transducer translating signals between physical domains
is essential to realize the interconnection. For instance, the controller computes a digital
representation of the next input, which must be converted into the appropriate process
variable, like the position of a gate, a voltage across a motor winding, or a force or the
speed of a motor or the intensity of a light beam and so on. In engineered systems the
transduction typically involves the use of electronics, and electrical actuation through
motors that then link into the domain of interest. Similarly in the human body, the elec-
trochemical representation of motion in the neural system must be transformed into a
muscle force before motion actually occurs. This happens through a chemical process at
the neuromuscular junction: a motor neuron’s stimulated synapse releases neurotrans-
mitters that bind to a receptor at the muscle fiber which then reacts by contraction.

Based on the objectives and the knowledge about the process (its model, and other
relevant information like what are the typical disturbances), as well as the direct mea-
surements, the controller computes the subsequent appropriate actions for the sys-
tem to react to.

Some common control objectives are

� Regulation or disturbance rejection as illustrated by the governor in the steam en-
gine. The goal is to keep the shaft speed at a preset level in spite of disturbances such
as a change in the available steam pressure due to changing conditions in the burner.
In the irrigation system (see Sect. 3.3) the water level in the supply channel had to
be regulated, so that farmers have the right amount of potential energy available to

8.3  ·  Control Goals
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supply water across their fields. The disturbances are due to the variable water de-
mand on the channel.

� Tracking, to follow a reference, like what we saw in the radio telescope example (See
Sect. 3.4). The goal is to track a star whose position relative to the observatory is
changing over time. External disturbances, like the wind load, must be rejected.
Tracking often comes with disturbance rejection requirements as well.

� Sequencing predetermined procedures as is required in the start-up or shut-down
phase of a process. This happens typically before a process reaches its steady-state,
where regulation or tracking becomes the main aim. For instance, before the speed
regulator is able to control the speed, the steam must reach a sufficient temperature
and pressure. Starting up a steam engine from a cold condition, requires a sequence
of events: fill the boiler, check the water level, start the burner, open the air valve, open
the fuel valve, initiate ignition, check combustion, reach operational conditions. A similar
procedure is to be followed to shut the machine down. Such sequencing, and emer-
gency procedures exist in most processes. In the irrigation system, channels have to be
filled at start up. Rain events lead to an emergency shut down. The radio telescope
must be stowed under heavy wind conditions to avoid damage. In other applications,
like in batch reactors or the simple washing machine or the car wash, sequencing is
actually the main control task (see applications described in Chap. 3).

� Adaptation such as maintaining overall system behavior despite significant changes,
it typically requires large scale adjustment of the control system. Since the dynam-
ics under control change, it is appropriate to also adjust the control subsystem, to
ensure that its suggested actions remain appropriate. In the antennae system
(Sect. 3.4) the mechanical resonant frequency changes with the pointing angle of
the antennae. This affects the allowable bandwidth of the control input, and the
controller is adaptively tuned to cater to this.

� Optimization, rather than regulating a variable to a specified level, sometimes there is
a need to optimize a variable: like in attaining maximal efficiency, or highest power
output. This can be seen as regulating the derivative of the variable to zero. Specific
control algorithms for such tasks have been developed, like extremum seeking meth-
ods. These are closely related to adaptive control and/or learning control methods.

� Fault detection and process reconfiguration, as from the monitored process behavior
it is feasible to identify alarm conditions, and take action through the control sys-
tem. In this manner unsafe operating conditions can be avoided either automati-
cally as may be demanded in an emergency, or in advisory capacity to suggest possible
actions to an operator. Sometimes, an alarm may require the need to reconfigure
how control acts, which is particularly the case when actuators fail. In combination
with physical redundancy of actuators, a control system can reconfigure how it
implements future control based on the fault detection and/or alarm condition.

� Supervision is typical in situations where there are many levels of control, as in the
exploitation of a large utility network. The network changes as operating conditions
vary, or the network structure itself changes (switches), or components fail. An evalu-
ation of the new condition will typically lead to an assessment of which control objec-
tives remain valid or not, which resources are available for control, and based on this
assessment the lower level control subsystems are redirected on how to act. At this level
large scale simulation and scenario assessment take center stage in control design.
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� Coordination is a task normally executed at the highest level of control being typical
when there is a clear hierarchy of control subsystems. Coordination ensures that the
various subsystems are properly working together. Local control subsystems are
directed and provided with references or set-points. When dealing with large scale
complex processes, each subprocess will have its own goals, that are aligned with the
overall goal. The coordination ensures that the local goals are attained in such a way
that the overall process objectives are met. It also assists in start-up and shut-down
as well as emergency procedures.

� Learning can be achieved from signals gathered during the operation of the controlled
system. New information about its behavior can be discovered, and learning or adap-
tive control techniques can capture this information for later use, like to optimize the
controlled response. Learning in itself, in particular when used in feedback leads to
very complex system behavior, which is still not well understood, as even in the sim-
plest examples of such control systems chaotic behavior cannot be excluded.

All these different objectives result in very distinct control approaches and tech-
niques: from logic and event-based, to discrete-time controllers, to sophisticated intel-
ligent control systems where ideas from artificial intelligence are key. All these control
systems emulate to some extent control as we experience it from our own behavior, just
as Norbert Wiener argues in Wiener (1961).

These different flavors of control come with their own analysis and design tools. In
modern applications multiple tools are used cooperatively to arrive at an acceptable
design solution. Thus far the theory and practice of control engineering has not evolved
to the point where there is a standard software “Control Engineer version 4.13b” that
will guide someone to an appropriate control solution from the problem’s inception.

Example

Let us re-consider the steam generator (Fig. 7.8) with the human in-the-loop, as in Fig. 8.4.
The main goal is to produce steam to meet the demand, of course all the while

keeping the plant within its proper operational envelope. That means, an appropriate
water level, appropriate fuel burning conditions, safe pressure levels, and so on. One
aspect of the control unit is to ensure that the water level and water temperature are
properly regulated.

The operator monitors the overall working of the plant, via a display panel, as in
Fig. 8.4. The operator can track the evolution of the system and tune some of its set-
tings. He or she can program the plant to produce a different steam product (changing
the pressure, temperature, flow rate) depending on the requirements, either scheduled
or as to meet demand. The operator can introduce a sequential procedure, to start the
boiler up or shut it down, or go into a stand-by mode.

In a more complex operation, the control unit could supervise many of the operating
conditions and decide automatically about changes in the plant or in the control. For
example, based on economic pricing of the fuel, the burners could switch between gas or
oil; or the control objective could be switched from regulating the boiler in stand-by to
tracking under variable steam load conditions, even adapting the subsystem controller
that takes care of the water level control, as the dynamics change due to the increased

8.3  ·  Control Goals
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steam flow. Controllers, subservient to the main controller, can aim at maximal efficiency
in the burner, within the limits imposed by environmentally acceptable flue gases.

The control system must be able to react to faults. For instance, an emergency shut-
down of the burners when the water level is critically low, so as not to physically dam-
age the boiler plant.

Similar situations can be foreseen for all systems described in Chap. 3.

8.4 Open-Loop

As already mentioned, open-loop control refers to control structures where the infor-
mation flows in a unique sense, without closing a loop. The user determines the pa-
rameters of the controller to be applied, the controller generates and applies the con-
trol signals to the process, the process dynamically evolves, subject to possible exter-
nal disturbances and, finally, the user evaluates the results.

In this case, we still have a closed loop, in that the operator closes the loop, but there
is no machine-only information loop.

Several open-loop situations can be distinguished.

Sequencing

Consider a washing machine, or a car wash system, or a simple CD player:

� The equipment is well understood. The components, their operation and all the
options are clear.

� The process is well-known in advance. Everything has been done before, all events,
normal and abnormal are catalogued.

� Disturbances are not really expected, but the process can be engineered to be fool-
proof (engineers do try).

� The performance requirements are not very strict.

Fig. 8.4. Boiler water level and temperature control with an operator
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There are many other applications of the same ilk, like starting a car engine, air
conditioning, heating a home, operating a video camera. In all these cases, automata
provide the appropriate language to deal with the analysis and design of such systems,
as shown in Fig. 8.5. Automata are programmed, and then execute a sequence of tasks
as events unfold. They may react to specific events (in which case they do use some
feedback, and are only open loop in between event times), or simply be time-based in
which case they are truly open-loop and entirely oblivious to the unfolding process.

Open-Loop Control

Open-loop means that the manipulated variables are controlled without taking into
account the actual evolution of the plant, so there is no information loop.

This is what happens in most master/slave systems. The master generates the con-
trol actions (probably in a sophisticated way) and the slave is just applying these sig-
nals to the slave system. A key duplicator is a mechanical master-slave system: the “sen-
sor” sweeps over the original key profile and the cutter is tracking this signal on the
raw key. Probably we all had the experience that not all the duplicated keys work well
at first! If the error is because the cut is too superficial, a second pass can polish the
result, but if the error is due to an excessive cut, the created item is useless.

More critical are the master/slave applications familiar from tele-operation. If the
application is a surgery, the patient is at risk. If the application is for sampling rocks on
Mars a great deal of investment, effort and time is at stake.

The general structure of a computer-based open-loop control system is similar to that
of the sequencer. The actions to be applied are often computed in advance, stored in the
controller and applied at a later time. The main drawback is indeed the lack of (immedi-
ate) feedback. If the actual system’s behavior is not as expected, it deviates from the model

Fig. 8.5. Sequential control

8.4  ·  Open-Loop
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used to compute the control actions, or if there are some disturbances not taken into
account in this computation, the actual system’s response will not match expectations.

On the other hand, if the operational conditions are precisely those used to generate
the control signals, the system will perform without any error. The controller does not
need the existence of an error to generate the control, as it is the case in feedback control.
The overall system is easier to implement. Most robots used in manufacturing operate
in open loop.

Feedforward

The control signals can be generated on-line in real-time based on information gath-
ered from sources other than the system itself. Feedforward control applies to an open-
loop control structure where the control action is computed based on measurements
of disturbances or references, as shown in Fig. 8.6.

Let us consider again the boiler system. In this case, we focus our attention to the
level regulation in the water tank. As soon as a user opens a valve to get more steam,
we do not need to wait until the water level decreases. We know that steam consump-
tion requires more water and hence in response to increased steam demand the con-
troller opens the water inlet valve (and may also increase the burner’s heat output).

Sometimes like in multivariable systems, the disturbances on one controlled system
are actually created by the actions from another control subsystem that controls an-
other variable that interacts with the first control subsystem. Again in the boiler ex-
ample, if we try to control simultaneously the water level and the temperature we know
that a desired increment in the temperature will need an increment in the heat output
of the burner. This modifies the equilibrium water/steam, the pressure and also the

Fig. 8.6. Feedforward control

Fig. 8.7. Feedforward control of water level
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water level. This interaction must be taken into account to reduce undesirable actions
from the water inlet valve. These ideas are illustrated in Fig. 8.7.

Similarly, when tracking a reference signal we are able to know this reference signal
in advance so we may exploit this preview knowledge to ensure that the system re-
sponse is well-aligned with the reference at all times. We use this strategy when driving
a car, we look ahead not in the rear view mirror to steer the car. Driving a car by feed-
back only would equate to driving using information only from the rear view mirror
and other instruments in the car.

Even so, feedforward is rarely implemented without a feedback loop of some sort,
alarms must be monitored, and goal attainment is to be verified.

Quality Control

A special case of an open-loop control system goes by the name of quality control. In
this methodology, quite common in manufacturing industries, measurements, evalu-
ation and corrective actions are taken after the completion of the entire process.

For instance, consider the quality control of the ceramic  tiles in Chap. 3. The pro-
cedure involves

� measuring the tile characteristics (size, defaults, appearance, …);
� classifying the tiles against predefined standards;
� statistical analysis of the data, leading to a proposal of future actions, perhaps chang-

ing process variables or using new set points in the control subsystem;
� reporting the findings to management.

In general, these activities are performed off-line, and often the reaction time is
actually longer than the production time of a single batch of product.

In order to gain more from the quality control observations, some of the activities
could be fast tracked, to approach real-time feedback. Often this uses heuristics and/
or rule-based actions on partial measurement results. In this way corrective actions
can be applied in a shorter time frame. The investment is worth it if there is a sufficient
economic return because of improved quality or throughput in the production line.

Open-Loop Control

In open-loop control information flows in one direction, without feedback. It works well if:

� The process is well-characterized.
� Disturbances are not important or they can be adequately measured and counter-

acted.
� Performance requirements are not very stringent.

It is certainly not appropriate if:

� There is uncertainty about the process behavior.
� There are unknown and/or unmeasurable disturbances.

The dynamic behavior of the whole system is readily deduced from the dynamics of
the subsystems.

8.4  ·  Open-Loop
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8.5 Closed-Loop

Closed-loop control uses response information to determine the input. Feedback is
advised when some or all of the following conditions apply:

� Disturbances are unavoidable.
� System response information is available. This is the sine qua non for feedback.
� Performance requirements are demanding.
� System dynamics are poorly known, or subject to large uncertainty, or variable over

time.

In feedback, Fig. 8.8, control signals are based on all available information, process
knowledge, which includes a model for the uncertainty about the process knowledge,
disturbances information (measurements, and/or models), objectives to be satisfied
(reference tracking, regulation and so on) and last but not least the actual system re-
sponse measurements.

What infrastructure is required for feedback? Obviously, there is always a cost asso-
ciated with feedback. Instrumentation is essential, both for measurement and actua-
tion. The answer to the above question really depends on the overall requirements. The
main issue is simply this, the feedback must be able to decide if the requirements are
met or not, and have enough action capacity to enforce the requirements.

Sometimes simply the consideration of the objective is all that is required for feed-
back. For instance, the room temperature regulation by a thermostat is simple: heating
on when too cold, heating off when too hot. The thermostat receives a temperature
reading that can be rather crude: temperature below or above or inside the reference
band is all that is required.

Fig. 8.8. Closed-loop control
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In general though, more and more precise information leads to better feedback.
There is of course a rule of diminishing returns. Importantly, all measurement infor-
mation that feedback could possibly need is captured in the notion of a state for the
system. A system state is defined as sufficient information at a given time to be able to
predict the system evolution given the present and the future inputs. If we can find a
minimal (smallest dimension) state, that is enough for feedback. There is simply no
more information that can be gathered about the system. Hence state information and
state feedback  is the most we ever can do.

It sounds great, but state feedback requires in general a lot of instrumentation and
a lot of communication capacity to transmit the data. More often than not, state feed-
back based on full state measurements is prohibitively expensive or cannot be imple-
mented because the state cannot be measured (e.g. try to measure the temperature
inside a bauxite smelter).

In such situations, and knowing how powerful the state information actually is, the
closed-loop control may consist of two separate systems: first a system that takes all
available information (measurement, model etc…) and produces from this a (best)
guess or estimate for the state (or any desirable internal variable) and next a controller
subsystem that uses the estimate of the state to produce the next input value. The first
subsystem, from measurement and model to state, is also called a virtual sensor, nowa-
days incorporating many features related to the quality of the measured signal itself.
The celebrated Kalman filter is such a virtual sensor; this is discussed in Sect. 9.2.

An alternative, using partial state information, is discussed in the next section.

Closed-Loop Control

The basic control loop requires a sensor, an actuator and a controller. Their interaction
with the plant to be controlled defines the global behavior of the controlled system.

Closed loop control is essential when:

� the process has to operate in an unstable regime;
� there is large uncertainty about the process behavior;
� there are unknown disturbances.

Feedback must be tolerant of some level of errors, otherwise it can never act. Feed-
back must be provided with measurements that either directly indicate, or allow the
inference of how well the control objective is met.

Feedback may be inappropriate when:

� the required instrumentation is too expensive or does not exist;
� there is no plant uncertainty, nor disturbance;
� feedback design cannot be verified.

8.6 Other Control Structures

Besides feedforward and feedback control many other control structures are used in
practice, but they can be seen as a combination, or perhaps a repeated combination of
these two basic concepts.

Using a few simple examples, we review some of these other control structures.

8.6  ·  Other Control Structures
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8.6.1 2DoF Control

The stability properties of a controlled system are determined by the control loop(s).
When stability is of concern, and there are also disturbances acting on the system,
and/or there are tracking requirements, a single loop control strategy does not provide
enough design freedom to achieve all objectives. Because signals can be shaped by
systems, the tracking performance clearly depends not only on the loop but also on
any system in cascade. This reasoning leads to the very common control structure with
two degrees of freedom, as represented in Fig. 8.9.

The antenna system described in Chap. 3 is a good example of such a controlled
system. The antenna should reject the effect of external forces, such as the wind. Also,
the antenna must point to an object in the sky that moves (star, satellite). The servosystem
is a two-degree-of-freedom controller that ensures sufficient damping of wind effects
and ensures at the same time accurate tracking.

8.6.2 Cascade Control

Full state information may be unavailable, or difficult to use at once. In cascade con-
trol, successive control loops are used, each using a single measurement and a single
actuated variable. The output of the primary controller is an input to the secondary
and so on. A judicious choice of how to pair variables and the ordering of the multiple
loops can lead to a very efficient control implementation without the need for a full
state feedback control.

Again the servosystem for the antennae is a good example. In the end the antenna
needs to point to the right position. The position error can be used to set the reference
for the motor, but the motor speed and its torque are also important variables (that
describe in part how the system works, and they are part of the state of the system).
The motor speed can be measured, and so can the current (which is related to the
torque) and these can then be used with advantage in controlling the overall behavior.
See Fig. 7.3. In this way a multiloop or cascade control system, as depicted in Fig. 8.10,
can be implemented.

Fig. 8.9. 2DoF (two degrees of freedom) control
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The inner loop will regulate the motor current, effectively ensuring that the motor
behaves as a torque source. It eliminates load disturbances. Then, the speed feedback
will provide damping and stability. In the outer loop, the position controller (the master
controller) will take care of the final position of the shaft. A nice aspect of why this
works so well, comes from the fact that the loops have different reaction times. The
inner loop is fast, about ten times as fast as the damping loop, which is itself a factor
of ten faster than the outer position loop. In bandwidth terms, the outer loop has the
smallest bandwidth, the damping loop’s bandwidth is roughly ten times larger, and the
inner loop another factor of ten larger again.

Thus, the main concept behind the cascade control is: feedback any information in
the plant as soon as it is available.

8.6.3 Selective Control

Let us consider a waste water treatment plant. All pollution must be removed, and
the cleaned effluent should meet all required safety and environmental regu-
lations: its temperature, pH, biological contamination and turbidity must be regu-
lated.

Under normal operational conditions, the pollution controllers determine the maxi-
mal effluent flow rate, so that the effluent meets expectations. However, in an emer-
gency, like flood conditions, the controller will temporarily “forget” about pollution
control and will determine the outflow to avoid a massive plant failure that may be
caused by overflowing storage tanks.

In combustion control dealing with both fuel and air flow, safety will always over-
ride normal combustion control to generate heat for the boiler.

Also, to avoid explosive mixtures in a burner, typically air should be in excess.
Therefore if there is an increment in power demand, the air flow is increased in ad-
vance of the fuel flow. In the opposite direction, if the purpose is to reduce power, the
fuel flow is reduced first, followed by the air flow. Thus depending on the required plant
evolution either air or fuel tracks the other one.

An example of selective control is also illustrated in Chap. 3, talking about the pur-
pose of exercise (see Fig. 3.26) in deciding the insulin regime for a diabetic.

Fig. 8.10. Cascade control

8.6  ·  Other Control Structures
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8.6.4 Inverse Response Systems

As already mentioned, one of the basic features of feedback control is reaction: first an
error is detected, then follows the (re)action.

In many systems the error response at the onset is in the same direction it will settle
into the future, as long as there are no corrective actions applied. Unfortunately, there
are systems where this is not the case. The initial response goes in the opposite direc-
tion of where the final response will evolve towards.

Examples are systems with a pure time delay. Actually these do not have any re-
sponse at all in the initial stage.

There are also the so-called non-minimum phase processes2. In these circumstances,
the initial response will mislead the feedback controller about what to do. In fact, these
systems are much more difficult to control and there are inherent limitations in what
control can actually do, no matter how hard we try.

A typical example is the water level control in a boiler. Clearly to keep the water level
at a given reference point, the inlet water flow is to be increased if this level drops below
the reference. Under normal operation, when the outlet steam flow is increased, the
boiler pressure reduces. As a consequence, more water goes to boil, creating more air
bubbles inside the water mass, and this has the effect of expanding the apparent water
volume in the boiler. The water level sensor observes an increase in the water level.
This would require a reduction in the flow of the inlet water, and yet the opposite is
required. A typical response is shown in Fig. 8.11. An increment on the steam outlet flow
at t= 6 s leads eventually to a final reduction of the water level of around 4 cm, but in the
first two seconds, the water level actually increased by more than 1 cm. A similar problem
occurs when increasing the inlet flow, as this relatively cold water enters the boiler this
cools the water mass in the boiler, bubbles disappear and the water level goes down.

Fig. 8.11. Boiler water level response when the steam outlet flow increases

2 In the context of linear systems, a non-minimum phase system has a transfer function that has zeros
with a positive real part i.e. there are unbounded inputs for which the system has no response at all.
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For these kinds of systems feedforward control may help. For instance, in the pre-
vious example, if a steam flowmeter is installed, the water level controller can know in
advance the forecasted effect of steam flow variations (due to changes in the manual
valve MV) and modify the water inflow accordingly (acting on the automatic valve AV)
preempting a level error reaction. The measured changes in the steam flow will be
introduced as changes in the water flow reference. Nevertheless, as there will be always
some difference between the steam and water flows, a final more slowly acting feed-
back compensation will be required. A typical control lay-out is depicted in Fig. 8.12.

8.7 Distributed and Hierarchical Control

In nature and in engineered systems, many system properties are actually distributed
over space, and not characterized by a single or a few measurements. Consider, for in-
stance, the temperature control of the human body, as depicted in Fig. 8.13. First the re-
quired body temperature is not the same for all parts of the body. Our heart and brain
require a different temperature from our feet and fingers. Moreover many different con-
trolling mechanisms are in operation. In the end though, all these temperature control
subsystems are interconnected and must work together to achieve a common purpose.
Also there are many different temperatures: skin, muscles, viscera, the brain. There are
temperature sensors everywhere as well as end effectors, to react. Some actions are elabo-
rated locally (spinal cord) and some others go through the brain for decision making.

In human made control systems the same rule applies. In a complex system, although
the global goal could be the same (optimize the consumption, maximize the benefits)
each part of the system has its own control options and local goals. Nevertheless, like
in the human body, the communication channels will allow a coordination of control-
lers to achieve the global goal.

Thus, in a distributed control system we may find simple on/off controllers, automata,
simple or sophisticated local controllers and, a lot of information exchange between
subsystems to coordinate all the local activities.

Remember the manufacturing of tiles as introduced in Chap. 3. The real objective
is to produce as many quality tiles as possible at a low cost with minimal pollution. The
system is totally distributed with a number of local controllers for different subpro-
cesses. The command signals for all the subprocesses must be coordinated to achieve
the overall objective.

Fig. 8.12. Boiler water level control under steam flow load disturbances

8.7  ·  Distributed and Hierarchical Control
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Nowadays many distributed control solutions are available. In fact this aspect of con-
trol is spurred on by the emerging technology, of sensor/actuator networks. The designer
can select components, a communication network technology, appropriate computer con-
trol hardware, and appropriate software, and design the system to act in unison. The dis-
tributed control task can be conceived as a decentralized system (loosely cooperating local
controllers) or as a hierarchy of different levels of control or a mixture. To know what is
the actual information topology as well as what information is available for which actions,
is in fact an untractable problem in its full generality. Heuristics, experience, and expert
design are called upon to come to a robust well-performing and coordinated system.

CCC: Communication, Computation and Control

The new information era is grounded on three pillars:

� Computers to deal with information (hardware and software)
� Communication to make information accessible (channels, emitters and receivers)
� Control to design what to do with information (algorithms)

In this way, networked control, as applied to distributed control problems, is based on
the technological advances in communication, computation and control. Sensors and
actuators equipped with a (wireless) networking enable feedback. This feedback must
be designed to utilize the (always) limited resources of communication and computa-
tion to achieve the maximum benefit in system behavior. Without control design, com-
munication and computation leads to a glut of data without information content.

Fig. 8.13. Body temperature control system
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8.8 Integrated Process and Control Design

In the past, it was normally the case that a control subsystem was appended to an existing
process to improve its dynamic behavior. As a result, the only option for the controller
is to “select” the best process outputs, and inputs from whatever is available. If the process
is not designed to accept a particular well-suited input or the variable of real interest
is simply not accessible these opportunities are lost to the controller. Many of these
constraints are avoidable when the process and controller are conceived together.

Recently a new paradigm has emerged: integrated design of process and control.
There is an important interplay between process and control design. Small changes in
the conception of the plant can make its control much easier and hence stronger per-
formance may be achieved. In fact, any change in the process design influences the
process dynamics and hence how its control is approached.

Conservative process designs are often an obstacle to achieve better results in con-
trolled operation. For instance, an aircraft designed for ease of manoeuvring at high
speed may well be unstable at low speed, and hence cannot be piloted. In the aircraft
design phase this is then rejected as an unsuitable design. But if the control is designed
at the same time, it could be feasible to design a feedback controller that allows the
pilot to fly the plane both at high and low speed, because the feedback controller can
deal with the instability at low speed. The result is an improved overall performance.
A similar example of such integrated design was briefly touched upon in Sect. 7.7.
Intuitively manoeuvrability and stability are contradictory concepts in mechanical
systems, requiring strong performance on both accounts really demands an integrated
control/process design approach.

In exploiting the use of an exothermic chemical reactor, it is often the case that the
best outcome is obtained if the reactor is operating around an open-loop unstable
equilibrium. An appropriate control system (with a careful safety net, ensuring that
there is a way of coping with a failure in the control subsystem) will allow one to exploit
this possibility.

Let us conclude our discussion of controller-process design with two more illustra-
tive and classic examples from process control.

8.8.1 Scaling the Process and Its Control

One of the most challenging problems in process control has been the control of the
pH of a large volume/flow of say water. This is mainly due to the extreme range of
hydrogen concentrations (the scale extends over 14 orders of magnitude) and the ex-
treme sensitivity with which we can keep track of hydrogen concentrations in water.
To make matters worse, typically the point for pH regulation corresponds to maximal
sensitivity. Extreme sensitivity of the response to the input at the point of regulation
is not a good situation to begin control with.

As a result, it is almost impossible to get the right pH in a large tank, it would take forever
to control. A practical solution is to scale the process and the control, as shown in Fig. 8.14

In option a, the effect of the disturbance (acid flow into the tank) is observed by the
pH sensor (probably with some inherent delay) and the pH controller commands
changes in a base flow to neutralize the acid. In option b, the same is done in two stages.

8.8  ·  Integrated Process and Control Design
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Dealing with a strong acid (pH < 3) and a strong base (pH > 11), a large control
tank requires the patience of Job to settle, as well as an impossibly large actuator with
an impossible fine resolution. Not feasible.

Using option b, using smaller vessels, in the first tank (a faster and) coarse regula-
tion is achieved using a coarse grained large actuator. In the second tank, the final goal
is reached using a smaller actuator with a finer resolution.

Clearly, the process needs to be designed with control in mind. It is not possible to
achieve good regulation with a single tank process.

8.8.2 Process Redesign

Similar to the example of the manoeuvrability of the aircraft, we illustrate the design
of a typical distillation process unit with two subsystems. The distillation process is
split into two parts. If they are conceived independently, the heating/cooling systems
are designed and controlled separately, as shown in the upper part of Fig. 8.15a. On the
other hand, the system’s efficiency is higher and the control easier if both systems are
designed jointly and the control of the cooling subsystems is integrated, as shown in
part b of the same figure.

Intertwining Process and Control

When designing a new system, it pays to consider the co-design of control and pro-
cess. The benefits are large when:

� All performance expectations are expressed in advance;
� Control and process are subsystems that are co-designed to meet the performance

expectations;
� Feedback is explicitly catered to;
� Maximal design freedom in both control and process subsystems is used to, explore

performance limits.

Fig. 8.14. Scaling the process and its control
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8.9 Comments and Further Reading

In this chapter the basic concepts related to control have been summarized. Feedback
plays an important role, but clearly it is only part of the story.

It is perhaps timely to remind ourselves that in feedback we are in the first instance
designing with models, not the real thing. Therefore it is important to realize that models
are in some sense convenient lies, and we cannot get carried away with the performance
of our models and simulations. As always, if it looks too good to be true it probably is.

There are a large number of texts dealing with various design and optimization
problems in control. Books dealing in-depth with the process-control interaction typi-
cally are about transducers. These tend to be specialized for particular domains, elec-
trical or sound or piezo-electric transducers for example, or deal with a particular
application domain. Indeed domain knowledge is extremely important in this context.

Fig. 8.15. Integrated process and control design

8.9  ·  Comments and Further Reading
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Kawaguchi and Ueyama (1989) deals with control in the steel industry. A substantial
piece of work just about how the body regulates temperature is Hoydas and Ring (1982).
Control and a good understanding of the process must go hand-in-hand to achieve the
best possible outcomes, e.g. McMillan and Cameron (2005) deals exclusively with pH
control. This is also observed by considering the many different commercial control
service providers, they tend to cluster their services in a particular area or domain of
expertise. The same can be said for how control design is often taught in disparate
manners in mechanical, electrical, chemical or biomedical engineering curricula. Per-
haps it should not be so.

A substantial text dealing with control system design in general is Goodwin et al.
(2001). In the process control industry Shinskey (1996) is very popular. A book advo-
cating the integrated design approach is Erickson (1999). Multi-loop design is treated
in Albertos and Sala (2004) and Skogestad and Postlethwaite (1996). The list is truly
immense and the interested reader will easily find additional pointers.



Chapter 9

9.1 Introduction and Motivation

In a control context, we have to agree with both Aristotle1 and Gibbs2. Aristotle is right,
as there is indeed little point in building a control system unless we gain something
from combining the parts. After all the raison d’être of control is to enhance the be-
havior of the system. Though Gibbs is equally right in that by the very act of intercon-
necting subsystems we actually have imposed constraints, hence lost some freedom
and made the whole simpler to understand. In this way, they are both right.

The illustration on the previous page captures the main components of a control
subsystem by the operation of decanting water into a glass. The whole process is coor-
dinated. The two hands are aptly guided by the brain, using feedback signals from the
eyes and the muscles.

The basic control loop is composed of: the process to be controlled (the pouring of
water from the pitcher into the glass), the actuators (the muscles acting on arms, body
and eye position), the sensor system providing information about the process vari-
ables (the eyes provide visual information about water flow, the pitcher and glass po-
sitions, but also the body and legs’ positions to perform the activity, force information
comes from the muscles), and the controller (the brain generates the signals to com-
mand the actuators, but also local controllers instinctively react if, for instance, some
water drops on the left hand).

In human-made control systems, all these components appear as well, typically
supported by different technologies. In a control loop (Fig. 9.1), so far we have always
distinguished two subsystems, the process and the control. The operator interacts with
the control loop, typically by acting on the controller subsystem directly, (see e.g.
Fig. 9.2b). More realistically a control loop looks more like Fig. 9.2a. where the separa-
tion between control and process subsystem(s) is less clear.

Presently most controllers are digitally implemented using microprocessors or gen-
eral computer units being composed of (see Fig. 9.3)

� Sensors or Data Acquisition Systems (DAS). They measure the variables of interest,
and often present a digital output by incorporating an Analog to Digital Converter

Control Subsystem Components

The whole is more than the sum of its parts.

Aristotle
The whole is less than the sum of its parts.

J. W. Gibbs, Jr.

?

1 Aristotle, 384–322 bc, Greek philosopher, whose work has greatly influenced scientific thinking through
the ages.

2 Josiah Willard Gibbs Jr., 1839–1903, brilliant thinker, who earned the first Ph.D. in engineering in the
USA in 1863 for his now breakthrough work on the foundations of thermodynamics.
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(ADC). Their input (and their internal working) is determined by the process vari-
ables to be measured. The sensor, in particular when its own dynamics are impor-
tant, is often considered as part of the system to be controlled.

� Data Pre-processors or Data Signal Processors (DSP). These digital computing units
perform scaling, filtering smoothing or any other preprocessing function solely based
on the digital output from the DAS. This function could equally be performed by the
computer implementing the control algorithm. In other instances the DSP is inte-
grated with the DAS.

� The controller algorithm The “brain” of the controller subsystem. It orchestrates a
series of activities, not only the control computation, but also alarm treatment, fault
detection, supervision and coordination (through communication with the exter-
nal world) as required. These various tasks are discussed in more detail in the next
chapter.

� Actuators The actuators are the brawn of the control subsystem. Its task is to de-
liver the input to the process. Its front-end, or input side, may contain a Digital to
Analog Converter (DAC), otherwise, a special transducer has to be added as an
interface between the control output and the actuator input. Often actuators are
considered as part of the process to be controlled, in particular because actuators
have their own dynamics and more importantly their own limitations.

� Communications network. The sensors, actuators and controller are not necessarily
in the same location. Typically the data from the sensor(s) are put onto a commu-
nication network. The controller(s) and actuator(s) also have access to the same
network, and all of them are uniquely identified on the network. Think of it in this
way: they all have a mobile phone, and are able to call, or better, to message each
other individually or in groups. All data exchange happens via the messages trans-
mitted on the network.

Fig. 9.1. Components in a basic control loop: process and control sides
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In broad terms, the process side deals with analog, continuous time signals whereas
the control side deals with discrete time, digitally quantized signals.

The communication channel allows for a spatially distributed system implementa-
tion. The control computer does not have to be located with the process; whereas ac-
tuators and sensors are always located with the process. Also, from this point of view,
it makes a lot of sense to consider the sensors and the actuators as a part of the ex-
tended process.

A control system implemented across a communication network has a hybrid time
and hybrid signal character. This raises some interesting questions.

1. As the process and the control must communicate, an analog to digital and digital to
analog interface is always required. Dynamic range (total range of values to be repre-
sented) as well as the accuracy (the number of levels to be distinguished) are critical
here, and form part of the design. Both range and accuracy will limit the performance
of the controlled system and both place demands on the communication system in
terms of number of messages, or size of messages required to communicate.

2. As digital systems work using quantized signals and the process is using analog
signals, a hybrid analysis (hybrid as in analog and discrete together) is required.
How well do the quantized signals actually represent the analog signal?

Fig. 9.2. Control cascade: a process side; b control side

Fig. 9.3. Components of the control side

9.1  ·  Introduction and Motivation
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3. As the final goal has to do with the behavior of the process, a discrete time analysis
of the controlled system is not enough because the intersampling behavior (what
happens in between the times the controller intervenes with the plant) also counts.
Over the time interval that the controller uses to compute the next control signal
and until the actuator implements this new signal, the process is in open loop.

Despite the obvious differences between discrete and continuous time, between
continuously ranged or quantized valued signals, we will treat them very similarly and
as much as possible in a unified way.

The advantage of the digital world is the flexibility to integrate components, and to
scale up. Even the communication network appears from a user point of view as part
of the digital world, and yet at its core it is very much an analog signal world.

9.2 Sensors and Data Acquisition Systems

A sensor is a device (it could be a biological organ) that detects or measures a signal in
a process. The main feature of any sensor is that it must minimally impact the process: it
measures and represents the process behavior with high fidelity in real time, without
altering the process behavior. (Invariably though any measurement does extract some
energy from the process, and hence does influence somewhat the process behavior.)

The detected signal is then converted into a mechanical, electrical or digital signal
so that it can serve as an input to the control subsystem (or as a valid message into the
communication channel).

This conversion is the role of a transducer. Usually, sensors and transducers are
integrated, and often integrated with some digital signal processing capability as well
and the whole is denoted as the data acquisition system.

At its core a sensor exploits a repeatable, well-known physical relationship between
its analog output (voltage, current, position) and its analog input, the process signal
that is measured.

Nowadays in an engineered system, that basically means that the output of the sen-
sor consists of a digital message with preferably three pieces of information: the sensor
identity (with its calibration data), the signal value, and the measurement time.

In order to get the time, the sensor of course needs a clock. As time is of the essence
in dynamics, this time must be right, and over the entire control and communication
network the clocks must be (sufficiently) synchronized (otherwise rather strange things
can happen).

The advantage of living in a purely analog world, e.g. remember the steam engine
with the governor, is that there is no need for a clock. Time is implicit in the entire
behavior. We, the external observer, only impose time to describe the evolution of the
system over time.

The sensor identity is particularly important information, because sensor values by
themselves are meaningless. Sensors do need calibration to make their output intelli-
gible. Indeed, the relationship between the observed variable and the sensor output is
always nonlinear (no sensor has infinite dynamic range and infinite precision, both of
which are necessary for linearity). Moreover, typically the relationship between input
and output is not static, it is dynamic. Worse still, the relationship varies with operating
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conditions (temperature) and age. Sensors wear out, develop errors and so on. So in
order to make a sensor really work, a lot of additional circuitry and monitoring must
take place. The term sensor system is well-deserved.

In order to interpret the measured signal, its engineering units, the scale, the sen-
sitivity, in general the entire sensor configuration must be known. This configuration
process may be simple when only a few sensors are involved, but it is cumbersome and
requires attention to detail when large numbers of many different types of sensors get
connected into a multichannel measurement systems.

Setting aside, the basic activity of measuring a variable, which is very particular for
each sensor (such as the thermocouple or a tachometer, a strain gauge, a flow meter or
a Ph-meter), the desirable features of a modern sensor or data acquisition system are:

� convert the measured variable into the appropriate physical domain,
� ADC convert from analog to digital,
� measure the whole range of interest,
� present a linear relationship,
� reduce measurement time, delay and/or dynamic effects,
� deliver the required accuracy,
� avoid errors (drift, bias, noise),
� detect malfunctions and signal fault conditions,
� execute self maintenance,
� alert for the need of recalibration,
� have an appropriate communication interface, that allows a variety of external user(s),

and other devices, to interrogate and/or calibrate the sensor.

Calibration and in general the conversion that occurs in the sensors are critically im-
portant to interpret their digital output. A markup language is being developed to stan-
dardize information that is required about sensors in order to be able to interpret the data
meaningfully. SensorML is one such sensor definition standard under development3.

In a feedback context, sensors play a critical role.

� Any measurement error will mislead the control. Quantization errors, out of range
errors and dynamic response of the sensor will limit control performance.

� Sensors accuracy imposes limits on control action accuracy.
� The loop behavior is influenced by the sensor dynamics (delays, additional time

constants).

The impact of these issues can be reduced somewhat, but not eliminated, using
redundancy. Sensor redundancy can be achieved either by installing additional sen-
sors (hardware), or using soft sensors (software) as part of the control algorithm that
combine the system model with the measurements to improve on the latter. In the same
vein, feedforward control can side step some of the issues.

3 The Bureau of Meteorology of the USA is developing this standard to coordinate all the sensor infor-
mation across its domain of interest: weather forecasting. See also http://www.opengeospatial.org/stan-
dards/sensorml.

9.2  ·  Sensors and Data Acquisition Systems
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Control–Sensors Interplay

Sensor behavior limits control and feedback performance.
Quality feedback demands quality sensors.

Nowadays, plug-and-play sensors and so-called smart sensors provide many of the
above features and do indeed a lot more than purely measuring. The sensor system
is a small computer and communication device, incorporating additional circuitry
consisting of amplifiers, data converters, micro processors, firmware, and some form
of nonvolatile memory. As they are computer processor-based devices, such sensors
can automate the removal of nonlinearities and offset and gain errors from raw sen-
sor readings, thus eliminating the need of central post-processing at the control pro-
cessor. The calibration data on a smart sensor can also be stored locally so that the
module as a whole can be moved and often reused without the need for manual
recalibration. Some smart sensors systems come as system-on-a-chip, i.e. they are fully
integrated in a single silicon electronic device and can be easily added as embedded
hardware in a larger system.

The diagram on Fig. 9.4 shows the sensing device (a thermocouple, a resistor bridge)
delivering an analog signal, an ID block, including digital data about the sensing pa-
rameters, calibration and sensor placement, an analog-to-digital mixer/converter, and
a data preprocessor preparing the measurement to be easily used and handled.

In remote data sensing and networked-based control systems, a wireless-equipped
smart sensor can perform local processing of the raw data and then send the processed
data through the network using an appropriate communication protocol. In order to
facilitate this technology, a number of interface standards are being developed.

9.2.1 Transducers

As indicated there must be an interface between the control subsystem and the pro-
cess that converts the control output signal to a process input signal. Similarly the
plant output measurement has to be transformed into a signal that can be interpreted
by the controller.

In some cases the interface is immediate, like for instance in Watt’s governor.
More typically, the interface consists of a transducer that transform signals be-

tween different domains as required. The output of the controller is for instance an
electrical quantity such as a current or a voltage or just a number represented by a
computer. This signal needs to be converted into the physical domain of the input to
the process.

Fig. 9.4. Components of a smart sensor
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The typical transduction path from controller to plant is from a (digital) number
(inside the computer) to an electrical signal (a voltage or a current), to a mechanical
movement (a motor), to the domain of interest. For example, to change the heat output
in a gas furnace we may have the following chain of subsystems. A digital number
(controller output) is converted into an electrical signal using a digital to analog con-
verter (DAC). This electrical quantity is used to drive an electric motor or actuator. The
motor turns a shaft that rotates a valve. The latter modifies the gas flow which in turn
adjusts the heat output in the gas burner.

Similarly a transducer is required to link the temperature in the burner to the
digital controller. The temperature in the burner may be measured using a ther-
mocouple, a junction of two metals whose temperature creates an electric voltage
across the junction. The latter is measured, and translated through an ADC so that
the control computer can interpret it, and compare the actual temperature with
the desired temperature setting and provide for an appropriate input setting for
the gas flow.

A force can be measured using a spring, the elongation of which is proportional to
the size of the force (Hooke’s law). Equally a strain gauge could be used, on the prin-
ciple that a force modifies the resistance of a resistor subject to this force. The latter can
be observed as a change in voltage.

A pressure variation can be picked up using a electrostatically charged capacitor
with a spring loaded capacitor plate. The pressure exerts a force on the capacitor plate,
and its deviation leads to a change in the voltage across the capacitor. This principle is
at the heart of electrostet microphones. Variations in plate size, spring loading and
charge density leads to a variety of pressure to voltage transducers capable of dealing
with a great variety of measurement problems. The inertia of the plate and spring
indicates that there is a certain dynamic response that is to be minimized in order to
get a high fidelity representation of the pressure to be measured.

Biology provides some really intriguing examples of transducers. For example the
hair cells in the inner ear, vibrate as a consequence of a sound wave acting on a mem-
brane. This vibration in turn mechanically opens and closes pores in a membrane al-
lowing ions to flow, and create an electrochemical stimulation of the auditory nerve
cell. The response of the transducer is in itself regulated through feedback to ensure
that only few haircells respond to a particular tone in the sound wave. In this manner
every sound is immediately coded into tones, as only those haircells that represent the
tones in the sound react. Moreover the intensity of each tone in the sound is coded by
the intensity of the response at the haircell.

9.2.2 Soft Sensors

In some instances, the required variable cannot be directly measured through a hard-
ware sensor, but its value may be inferred from knowledge of the dynamics and other
signals that can be measured using hardware sensing. This is a so-called soft sensor or
virtual sensor.

Figure 9.5 illustrates the concept: based on information gathered from the process,
including manipulated inputs and disturbances, as well as a model of the process, some
or all of the internal variables may be estimated.

9.2  ·  Sensors and Data Acquisition Systems
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The idea of soft or virtual sensing is based on the notion of observability and uses
ideas from filter theory. Observability is the concept that from knowledge of the pro-
cess model and the mere observation of the external signals of a system, i.e. the inputs
and outputs it is possible to reconstruct the state. It is one of the key notions developed
in systems theory. Observability is a remarkably generic property, in that almost all
(linear and nonlinear) systems possess this property, but it is not universal, and there
are degrees of observability: some variables are easier to infer than others.

Kalman Filter

The most successful idea in virtual or soft sensing to date is the so-called Kalman filter.
The latter pervades most of the control and signal literature, and most of its imple-
mentations, since Kalman4 wrote his seminal paper in 1960.

A Kalman filter or a variant, that is able to estimate the full state of a model, re-
quires:

� A model for the dynamics of the process, in particular a state description, including
how the input acts on the state, and how the state relates to the output. The model
does not have to be precise, an estimate for the model error is necessary.

� A model for the measurement system, in particular a model for the statistical prop-
erties of the measurement errors.

� A sufficiently rich output signal that can be measured (observability must hold).
� All input and output signals must be measured.
� A reasonable initial guess for the state.

The enormous success of the Kalman filter is due to the fact that the requirements
on the modeling side are actually quite minimal. A simple, reasonable model, with an
estimate of what the model error may be, is sufficient. Of course the better the model,
the more we can expect and demand from the soft sensor.

4 Rudolph Kalman, 1930–, born in Hungary, studied at MIT obtaining his masters, and completed his
Ph.D. studies in 1957 at Columbia University. He is famous for the exposition of the filter, now called
Kalman filter. The first Kalman filter was implemented by Stanley Schmidt at NASA and used in the
Apollo space program the same year Kalman published his seminal paper. Since then, Kalman filters
are the systems theoretic concept with the greatest patent impact ever.

Fig. 9.5. Information processing-based virtual sensor
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9.2.3 Communication and Networking

Most components in a control system are networked, exchanging information through
a communication network. There are many ways to implement this network, provid-
ing different levels of security, speed, concurrency and robustness. There are wired,
wireless and mixed radio with wired control networks. A number of standards exist,
and more are being developed to cope with new technologies and requirements. This
is the realm of Supervisory Control And Data Acquisition (SCADA) systems.

The trend is towards integrating data, communication and computing networks so
that the administrative side of a process is linked into the day-to-day control side of the
plant. For example, in a modern ceramic tile factory, the information from the sensors
used in controlling the burners in the kiln is also linked into the accounting software
for the plant operations. In the irrigation system the radio network used across the
system for SCADA can be integrated with a broadband internet access network for the
remote communities serviced with irrigation water. (See also Chap. 3.)

9.2.4 Sensor and Actuator Networks

Electronic developments, in particular the capacity to integrate radio on a chip, and
build systems-on-a-chip have enabled the development of sensor dust, (see Fig. 9.6).
These are tiny devices capable of sensing different variables (temperature, proximity,
and so on) also able to form an ad-hoc communication network to transmit sensed
data as necessary. This development is driving home and building automation, and is
identified as one of the new technologies driving the economy.

In Fig. 9.7 a sensor/actuator network implemented to get information from across
the irrigation system described in Chap. 3 is depicted. In the diagram at the lower level,
there are the farm sensors mainly sensing water level and flow but also temperature,
humidity and radiation, in some cases a full local weather station can be incorporated.
The pictures at this level are samples of these devices.

At the second level, all radio networked, there are the node and the repeaters con-
centrating the data gathered as well as preprocessing the information. In this way the
network reliability is increased as redundancy, due to dynamic relationships between
sensor data can be exploited. Again, the pictures at this level show some examples.

Finally, at the highest level, the nodes and repeaters are connected perhaps using an
optical network with a central node, where all the information can be digested and
used to manage the system.

Fig. 9.6. Sensor dust compared to a Euro coin

9.2  ·  Sensors and Data Acquisition Systems
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Sensors

Sensors witness what happens in the controlled plant. The sensing systems provide
data about the process, as well as about the disturbances and their evolution over
time. The information extracted from these data is the basis for all control actions.

9.3 The Controller

The role of the controller has been described before, here we discuss some of the sim-
plest controller subsystems that are commonly in use.

9.3.1 Automata and PLC

The automatic washing machine, the car wash from Sect. 3.5 or a vending machine are
examples of systems where the signals can be represented as binary valued and where
a well-defined sequence of events determines how the process evolves. These systems
are known as automata, and their controllers are also automata.

Their complexity stems from the fact that there are only a few operations {AND, OR,
NOT, IF} and the signal value can only be either {TRUE, FALSE}. The ingredients are
few, and hence even a simple (but sloppy) statement like Lets wash the car becomes a
rather long (very precise) sentence in Boolean algebra. Programmable Logic Control-
lers (PLC) were invented to enable the systematic implementation of automata. Pro-
gramming languages were developed to easily describe logic equations and rules.

Fig. 9.7. Components of an irrigation sensing network
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Automata

An automaton deals with binary signals (On/Off ) and events, triggered by binary
signals (true/false).

Automata are modeled by logic statements.
Automata take actions using binary signals, based on decision that are logic state-

ments.
Automata are finite state machines. The state has finitely many values, and there

are finitely many transitions between states. They can be fully understood using Bool-
ean algebra.

9.3.2 On-off Control

Relays are very simple components that can be used as the main ingredient in a simple
control loop.

In the ideal case, the relay output, u, takes one of two possible values ±V depending
on the sign of the input signal, e, as shown in Fig. 9.8a.

A relay combined with a threshold detector can be used as a simple thermostat: it
switches the heating on/off depending on the room temperature being too low/too
high with respect to the set-point. Clearly, on-off control is simple, and delivers a low
quality of control. It is easy to appreciate that the controlled variable will be oscillating
around the set point. The nature of these oscillations will determine the acceptability
of this control.

Due to technical limitations, but also to avoid continuous on/off oscillations, a
real relay has a slightly different characteristic. In Fig. 9.8b the presence of a
dead zone is shown. The output of the relay vanishes as long as the input is inside
the threshold. (This would work better in the thermostat, and the heater will last a
lot longer.)

Relays may also exhibit some hysteresis. Figure 9.8c represents this behavior. The
switching point depends on the whether the input signal increases or decreases through
the switching region.

Relays are used in many applications, in particular for motor control, like in moving
lifts, conveyor belts and cranes.

Fig. 9.8. Characteristics of relays: a ideal, b dead-zone, c hysteresis

9.3  ·  The Controller



238 Chapter 9  ·  Control Subsystem Components

9.3.3 Continuous Control: PID

The most commonly used local control subsystem in industrial processes is the so-
called PID controller. PID stands for proportional, integral and derivative action.

P-Control

The simplest feedback is to make the input proportional to the detected error and such
that it opposes the error: negative proportional feedback. This is the P in PID.

This proportional feedback is the basis for most simple controllers. There is an
obvious draw back: no error, no control action. So if this controller works, and the
plant requires an input to work as required, there will always be a residual error.

The greater the gain in the P-controller, the smaller the remaining error will be.
Also, typically the larger the gain, the faster the system responds to reduce the error.
Unfortunately as the gain is increased the system may become unstable.

Nevertheless, proportional controllers have been and are implemented with success
in many applications. The Watt’s governor (Fig. 8.1) is perhaps the best known P-con-
troller. It was precisely the instability caused by such mechanisms in more advanced,
faster engines that initiated the serious mathematical study of the stability of control.

PI-Control

To eliminate the drawback of the P-controller, an integrator (the I in PID) is added.
This forms the so-called PI-controller. The control output is the sum of two terms: a
proportional feedback and an integral of the error term.

In this manner, the error at the plant output can be zero, and there will still be a
control action, or plant input as the integrator will retain an output, as it has accumu-
lated, or integrated the past error.

There is an obvious question, which value does the integrator start with? This ques-
tion has to be asked every time the process changes operational conditions. Typically,
PI-controllers have so-called soft-handover routines that allow the resetting of the
integrator in a manner that ensures that the controller is not responsible for nasty
transients.

The design of such a controller is more complex, two gain variables have to be set,
one for the proportional action and one for the integral action, and the integrator needs
an initial value. Also, the integrator increases the dynamic complexity of the overall sys-
tem. Hence the tuning of a PI controller requires more elaborate design, but the extra
design freedom promises more performance in a larger variety of control situations.

PD

P-action is instantaneous. I-action remembers the past. Often some preview action is
quite beneficial, and D-action provides this. The D stands for derivative, the derivative
has the capacity to predict future values of the signal (within limits).

In particular in position control of mechanical devices, like antennae, the plant it-
self has high inertia and low damping. This results in relatively slow response and when



239

resonances are present, oscillatory behavior that is unwanted. Damping can be pro-
vided through velocity feedback or indeed feedback of the derivative of position.

In the PD-controller the control action is thus proportional to the current error and
is augmented with an action that is proportional to the current rate of change of the error.

The main concern in the PD-action is its sensitivity to noise. The derivative of noise
is even more noisy creating spurious control action. To implement PD, noise must be
filtered or suppressed.

PID

The PID-controller presents all three options. It is by far the single most popular con-
trol device with more than 90% of all simple (one output, one input) control loops in
the world reportedly controlled using PID controllers.

Proportional Integral Derivative Control

The control action is the sum of three separate terms related to the current error, the
integral of the past error, and a simple prediction of the future error.

� P action is proportional to the observed error. It provides an immediate response to
a current error.
� I action integrates the past error to provide an enduring response. It aims to remove

steady state error in a regulation environment.
� D action anticipates the process response by taking action proportional to the de-

rivative of the error. It aims to provide better damping, and faster response.

The design involves the selection of four parameters, the gains for each of the ac-
tions, and an initial condition for the integrator.

To improve on PID control, modern controllers mainly concentrate on a better fu-
ture prediction and a better summary of the past, using more information about the
plant model, disturbance model and noise properties.

9.4 Computer-Based Controllers

A microprocessor-based controller only deals with digital data. The basic control loop
is shown in Fig. 9.9. The most common control algorithm, the PID, is often implemented
using digital control. The main difference is that the signals into and from the control-
ler are now sampled. The most common sampling technique is periodic, that is at
equidistant points in time the controller receives inputs and delivers outputs.

During a sample period, the control output which is the input to the actuator re-
mains constant. So the plant is effectively in open loop during the sample period. Pro-
vided the sample period is small, compared to the speed of the dynamics (think of the
Nyquist sampling criterion) the distinction between sampled data control and analog
control is small. Of course, the sample period must be large enough to accommodate
the computations required for determining the control action. At present, only very
demanding control situations require special purpose hardware design, as computing
is rather cheap compared to sensors and actuators. The (resource) constraints in con-
trol are typically not generated by the control computer.

9.4  ·  Computer-Based Controllers
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Nevertheless, digital control is not analog control, and computing resources are always
finite. More importantly, computer algorithms are sequential in nature. So when many
control loops start sharing the same computer hardware care must be taken to ensure
that all control tasks are attended to on a fair basis. We mean fair from the system’s per-
formance point of view. Special operating systems, where time plays a direct role (so-
called real time operating systems) have been developed to account for these difficulties.

The following are some of the issues that differentiate between the analog, real-time
environment, and the sequential programming environment in the computer. The same
issues come also to the fore when control data communication is happening over a
shared communication network.

� There are delays associated with sensing, communication and computation. Delays
affect system’s performance.

� The sampling period which is the time between control updates may depend in
general on the availability of the necessary resources. Sampling becomes an event
rather than a periodic phenomenon.

� Signal timing is affected. Time stamping of all signals is essential, and requires
network wide clock synchronization.

� Some measurements may be lost, or delayed.
� New failure modes, due to communication or computation errors appear.
� Verification and certification of control algorithm becomes much more complex

due to the additional complexity in computing hardware.
� Local control becomes intertwined with other tasks like supervision, coordination,

alarm monitoring, alarm responses. Resource allocation and resource guarantees
have to be established to ensure performance.

In such a setting, the control laws are implemented in software. Often the control
code is but a small portion of a very large code required to run the facility as required.
The great advantage is of course the flexibility offered by the computer environment
allowing us to conceive challenging control ideas. The disadvantage is that control
fundamentally alters the behavior of the system, and as such it is often essential to
guarantee its performance. The more complex the environment, the more difficult this

Fig. 9.9. Basic digital control loop
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task becomes. Nobody will accept an autopilot that may inform us as: Sorry, the com-
puter has momentarily lost the ability to steer, please wait till the system reboots.

Discretization and Quantizing

The analog signals in the process must be sampled, to be treated digitally in the com-
puter-based controller. See Sect. 4.4.2. Both the precision with which time and signal
value can be represented impose limitations to how well control can be executed.

Codesign of Control and Its Implementation

Traditionally, the fields of control and computation have evolved without much inter-
action. Nevertheless, when dealing with control time is of the essence. Computer-based
systems must react in real time: implementing outdated control actions is at best use-
less, and at its worst disastrous.

The current trend is therefore to look simultaneously at the control requirements and
the availability of computing and communication resources, in order to determine what
can be achieved. See also the CCC discussion in 8.7. Where systems are mission critical,
codesign is automatic, as for example is commonly practiced in flight control design.

The Brain of the Controlled System

The computer-based controller determines the input to the process.
The computer differs in many ways from the human brain. The computer lacks cre-

ativity, reasoning, liveliness, character, but in a control environment some of these weak-
nesses are important benefits as they imply repeatability, improve reliability, and guar-
antee verifiability.

9.5 Actuators

Actuators are transducers converting a low power signal coming from the controller
into a high power signal capable of manipulating the process.

Typical actuators are valves to manipulate material flows, motors to move loads and
amplifiers to provide electrical voltage and electrical power.

Ideally the signal into the plant should be the control signal as it was intended by
the controller.

Smoothing

At the very least the actuator must convert the digital number from the control com-
puter into the physical domain of the input of the plant. Invariably this conversion
involves some form of interpolation as the control command is quantized, and comes
at discrete points in time, whereas the signal to the process must be analog and smooth.
A zero-order-hold interpolation, keeping the control command constant over the sample
period is presented (see Fig. 9.10). This is a discontinuous signal and presents a prob-
lem as actuators cannot respond instantaneously, since they always have inertia (they

9.5  ·  Actuators
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store energy). So the actual input signal into the plant will react to the discontinuous
signal from the controller, and will never equal it. It simply tries to follow it with some
smooth response. In applications where this is critical, the model of the process dy-
namics should account for the actuator dynamics.

Nonlinearities

Actuators are never linear devices. Other than smooth nonlinearities like slight changes
in the gain, actuators always have a limited range of operation.

Dealing with a valve the output is bounded between being fully open, providing maxi-
mum flow, or fully closed. The valve in Fig. 9.11, presents its internal operation. The ver-
tical displacement of the valve axis, x, determines the flow f through the valve body.

Nonlinearities like thresholds or dead-zones and hysteresis are common in actuators.
An electrical motor does not start to turn until a minimum voltage has been ap-

plied, due to the presence of static friction.
Typical in mechanical actuators is backlash, which can be modeled as hysteresis.

This is due to the gap between gear teeth (see Fig. 3.12).

Disturbances

Being power amplifiers, the actuator is always dependent on an external power supply,
and its characteristics.

The flow through a valve not only depends on the valve opening but in the differential
input/output pressure of the fluid. If the pressure is changed, the valve gain is changed.

The power amplifier gain is not at all constant.
In order to avoid these problems, typically actuators are always placed in a dedi-

cated analog feedback to linearize the response. As long as the actuator gain is suffi-
ciently large this is not a problem. The situation is identical to what happens in opera-
tional amplifiers, see Sect. 7.3.

Fig. 9.10. A continuous time signal sampled at two different sample rates
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Process Coupling

For complex processes, there are many actuators that manipulate different process
variables. Invariably, these actions are interrelated (through the process) and will in-
teract in the process to generate the response. The process model, and the controller
must account for this interaction, otherwise erroneous responses will result.

Multivariable control is precisely designed to deal with this situation.

Discrete Actuators

The D/A converter can be avoided if the actuator admits a digital input. On/off actua-
tors, such as switches, fall into this category. More complex are stepper motors which
take a pulse train as input and generate appropriate discrete shaft rotations in response.

9.5.1 Smart Actuators

Modern actuators are really actuator systems, with locally embedded micro-proces-
sors for control, and signal conditioning and the ability to communicate across a variety
of different control networks. They provide for alarm conditioning, preventive main-
tenance and calibration. Often they can be reprogrammed via the control network.

Similar to sensor dust, there is currently a lot of research in developing actuator and
transducers that can be integrated in silicon in systems-on-chip technology.

9.5.2 Dual Actuators

Often it is difficult to combine both the required dynamic range as well as the re-
quired precision in the same actuator, see for example the pH regulation problem
touched on in Sect. 8.8.1.

Dual actuators in which one is able to address the range, and another one is able to
address the precision are a way forward. An example is the dual actuator used in hard

Fig. 9.11. Symbolic and schematic representations of a valve

9.5  ·  Actuators
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disk drives. A voice coil motor provides for a fast but coarse response, whilst a piezo-
electric actuator provides for an even faster response with very high precision but over
a very limited spatial range.

This situation is typical when you want to manipulate a flow in a wide range but
with great precision as well. In this case, see Fig. 9.12, a large valve is used for coarse
control across the entire dynamic range, and a parallel much smaller control valve
provides for precision.

Actuators

The actuators are the brawn of the controlled system.
Actuators are typically considered as part of the process, because they involve pow-

ered components subject to uncertainty and disturbances.
Modern actuator are systems in their own right, with local control, communication

and signal conditioning capabilities.

9.6 Comments and Further Reading

For texts devoted to measurement principles and transducers, we refer the interested
reader to Bannister and Whitehead (1991), Klaassen and Gee (1996) and in particular
Sydenham (1984) where control is the driver for measurement. Unfortunately, in as far
as these books deal with technology they are quickly outdated. A book that deals more
with the philosophy of measurement is Berka (1983) (after all measurement goes to
the heart of the scientific method).

Similarly, the type and nature of actuators depend very much on the application
area, and is mainly driven by technology. A fairly recent overview is Janocha (2004).
Most books tend to focus on a single industry or single actuator technology. The pro-
cess control industry is serviced by the massive instrument handbook which gets regu-
larly updated (Lipták 1995).

Programmable logic control is old technology, but has widespread use. A modern
reference is Rohner (1996). The modern PLCs are much more than just logic control-
lers, often they have evolved to become fully fledged industrial computers suited for
generic real time control applications. Standardisation in this field is rather limited.
Some of the main suppliers are OMRONTM, SiemensTM, Allen-BradleyTM (a division of
Rockwell AutomationTM), ABBTM, Schneider ElectricTM and GE ElectricTM. A text de-

Fig. 9.12. Dual actuator: coarse and fine control
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voted to one commercial family of PLCs is Dropka (1995), see also also Matic (2003) for
a text on a different family of PLCs.

Soft sensors, and in particular Kalman filters are treated in (too) many books. The
number of patents dealing with Kalman filters in one way or another is a true testi-
mony to its remarkable success in many diverse applications. A www-site devoted to
the Kalman filter is, for instance, http://cs.unc.edu/~welch/kalman/. Here you can find
the seminal paper by Kalman (1960) as well as entire lists of Kalman filter related books,
from the beginner level to expert user and research monographs. An introduction from
a mathematical point of view is Catlin (1989). The Kalman filter is also used in time
series analysis, and financial engineering (Wells 1996).

Considering control, communication and computation (CCC) as an integrated de-
sign problem is attracting a lot of research at present (Graham and Kumar 2003). An
older study anticipating much of what is presently common technology is CTA (1982).
Smart dust, embedded system technology and zigbee (Gislason 2008) are some of the
technologies driving this research activity. Flight control is another area where sensing
and actuation are always considered together with control design. A good introduction
to practical flight control systems is Pratt (2000).

The PID controller is the most used and also abused control algorithm in the world.
It is ubiquitous in the petrochemical, process and manufacturing industries. A book
dealing exclusively with PID design is Astrom and Hagglund (2005). In Johnson et al.
(2005) the authors provide an overview of PID technology as well. The variants and
different physical incarnations of PID controllers are almost uncountable.

9.6  ·  Comments and Further Reading



Chapter 10

Control Design

You know what you want (assume that)
You know what you have (you must!)

but … do you know what to do?

10.1 Introduction and Motivation

The natural environment together with its processes is already designed. We merely
observe, analyze and use it. Using it we typically alter the environment, but only when
we modify the environment by design, do we call it an engineered system.

The design for an engineered system typically starts with characterizing the service
the system must provide together with the expected performance level at which this
service must be delivered. In control design we start with specifying what we expect
the system to do. Typically this is done by describing features of the outputs of the
system, and describing the limitations of what inputs can be used. To summarize our
objectives we often define a control performance measure. This is a quantitative index
that enables the evaluation and hence comparison of various alternative implementa-
tions of the controlled system. It makes selection of a preferred implementation easy.

In analysis and design, two main approaches are used: top-down or bottom-up. Both
are incarnations of a divide and conquer approach for problem solving. Often both are
used in an iterative manner.

In the top-down approach we first look at the whole system, through the observa-
tion of some key (external) signals. How can we influence its behavior? How does it
operate, how does it respond to our external inputs? What does this achieve?

As W. Gibbs stated, the whole is always simpler than the sum of its parts1. Neverthe-
less, there is clearly no point in joining subsystems to build a larger system if the latter
does not do more than the sum of its parts.

The overall system point of view may suffice to understand the key aspects of the
behavior. If this is sufficient for our purpose, no further analysis or design is necessary.
This will also be the case if we want to use the system under consideration as a building
block in a larger system.

More often than not, we are not satisfied with the behavior and want more. In this
case we need to zoom in, breaking the system up in subsystems so as to identify more
signals that is more degrees of freedom to work with. At this level of greater detail we
have then indeed the potential to do more and expect more. As usual, this comes at a
price. As we start to unravel the internal operation of the system and its structure, the
analysis and design task becomes more complex. Each subsystem, identified through

1 Everyone that attempts to simulate a complex system from the bottom up point of view should take
note of this.
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a number of signals is now treated as a system in its own right and our analysis of the
behavior is repeated at this scale. For the design process, we need now to understand
the subsystems’ requirements as well as the overall system requirements.

Ideally to come to a thorough understanding of the subsystems, we want to isolate
these from the influence of other subsystems, and the environment. In the synthesis step,
the interactions between the subsystems will be crucial in determining the overall behav-
ior of the system. If we are working with a physical realization of the system, it may not
be feasible to achieve isolation of subsystems, without destroying the overall system.

The top-down approach can be iterated till we reach elementary subsystems whose
behaviors are easily understood in their entirety. This level signifies the end for analy-
sis. Design typically stops at a level of sub-subsystem detail where modifying subsystem
behaviors is no longer realistic or feasible.

To some extent, we followed this approach in presenting the applications in Chap. 3.
The analysis of a system’s behavior is however not complete until we also complete

a bottom-up reconstruction of the overall system from the subsystem building blocks
so to understand how the interconnections of subsystems really brought about the
overall system’s behavior. This step verifies that we did the right thing (or not).

Top-down is also very powerful in design, in particular when we have a very good
understanding of the type of building blocks we are going to use. First we specify the
overall objectives or service requirements. Then we unpack these in lower level speci-
fications of sub-behaviors that when combined achieve the higher level specifications.
We then design a logical structure of subsystems according to these behaviors, which
when interconnected achieve the required system goals.

In turn, or in parallel (and that reveals the power of top-down), we then design each
subsystem in isolation with the aim of delivering the required behavior. This proce-
dure is repeated for each subsystem, until we arrive at an elementary or well-known
system for which we either have a realization or have a guaranteed recipe for its design.

Finally we assemble each subsystem, verify the specifications at this level, and work our
way to the top, until we are satisfied that the overall objectives have been met. Sometimes,
we will need to retrace our steps when a test fails at a certain level. It may unfortunately
mean that we have to retrace all the way down to the lowest level to identify the real issue.

The advantage of the top-down design method is that

� it allows readily the re-use of known systems,
� it accelerates the design process by creating natural parallel pathways, allowing design

teams to work independently towards their own design goals
� it enables a natural test and evaluation hierarchy, making debugging more systematic.

Top-down design is commonly used when there is a lot of experience in design of
similar devices, services or systems.

In designing completely novel functionality, or a non-existent device, the bottom-
up approach is more common. Starting from basic subsystems with known behavior,
novel and perhaps challenging interconnections are envisaged to deliver the new func-
tionality. Assembling these subsystems we build up a new system. This has to be tested
and its behavior thoroughly established. The process is iterated till all design objec-
tives are satisfactorily met, and safe operation can be guaranteed.
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Most design methods use a combination of both top-down and bottom-up meth-
ods, depending on the stage of the design, available design experience, and the encoun-
tered difficulties that have to be overcome.

Rather than experimentation with prototype systems, computational experimenta-
tion using computer-based models for the systems plays an increasingly important
role in (control) design.

Control design, which is particularly concerned with the design of a so-called con-
trol subsystem, follows along the same general principles. Though rather than seeing
control design as the design of a control sub-system which has to interact with a plant
or process, it is far better to see control design as an integral part of the overall system
design. Unfortunately more often than not, typically control design is practiced after
the plant has been designed. When control is indeed a retrofit measure this is unavoid-
ably the case, and one has to live with it. When it can be avoided, it is normally a big
mistake to see control design as following system design. Indeed a control subsystem
can only operate within the behavior of the plant, and shape this behavior. Hence by
virtue of the plant behavior, desirable (controlled system) functionality may either
already be lost, or can be too difficult to realize no matter what control subsystem
functionality we envisage. Like in all design, there are fundamental limitations, things
control cannot do. Revealing these limitations is one of the main objectives of control
theory. Co-design of plant and controller subsystems, seeing them both as integrated
parts of the overall system is always to be preferred. Unfortunately there are very few
texts dealing with this.

As presented in Chap. 8, control uses two main interconnecting structures:

� open-loop or feed-forward action to impose inputs on the process, using knowledge
of the plant’s behavior and possibly from external disturbances or reference signals;

� feedback, which relies on information from the process itself to determine appro-
priate actions;

as well as their combination in order to achieve the controlled system objectives.
A complex system with many interconnected subsystems, controllers and systems

should be hierarchically organized. A local controller uses local information derived
from the subsystem (and perhaps from of a few of its neighbors) to act on a subsystem to
deliver local specifications and to minimize unwanted interactions between subsystems.
A coordinating higher level controller informs the local controllers of their precise
objectives so that the overall system is orchestrated to achieve its global objectives.

Depending on the envisaged autonomy the control subsystem(s) must cater to such
diverse objectives as described in Sect. 8.3. Modern design, based on models, makes
heavy use of optimization tools, to drive incremental improvement in system perfor-
mance, hence the importance of the performance measure. Usually the available con-
trol design methods and their tools are specialized to a particular control objective.
The pursuit of multiple objectives may be achieved through the subsequent exploita-
tion of the remaining design freedom, as no single design objective should really ex-
haust all design freedom. If at any stage there is indeed no design freedom left, the
closed system performance may not be very robust, and difficulties are to be expected.
In such circumstances it is better to revisit the design specifications. Alternatively, a

10.1  ·  Introduction and Motivation
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multi-criteria optimization methodology may be pursued. Such brute force approaches
are typically hard or too hard. Certainly as system complexity grows, the notion of
optimality is rather elusive, and one often settles for incremental improvements.

A normal divide and conquer approach is to arrange the objectives in a hierarchical
manner as depicted in Fig. 10.1. Time scale and/or spatial scale separation ideas should
be exploited to reduce the complexity, i.e. by addressing different objectives at different
levels in the control hierarchy. Altogether, these stages constitute a holistic approach to
control design.

At the lowest level, close to the fastest physical sub-processes, measurements from
the process are used to inform local control actions. Information flows fast, is precise
and quantitatively accurate. This gives rise to tight control.

This information, probably filtered and aggregated with other local information is
transferred to a higher level control where decisions about adaptation, optimization and/
or supervision are made. This can happen on a much slower time scale without upsetting
the local controllers, and allowing for a gradual transition towards better overall behavior.

Finally, at the upper levels, the gathered information is aggregated and mainly quali-
tatively expressed to coordinate the plant operation based on the partial results from
the subprocesses.

In this chapter control design issues at these various different levels are briefly dis-
cussed. The reader interested in control design will be referred to a variety of references,
most of them including computer-based control design aids and worked examples. Ideas
will be illustrated using applications including those we introduced in Chap. 3.

Fig. 10.1. Control levels in an integrated framework
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10.2 Control Design

Dealing with a well-defined system or subsystem, the following steps (somewhat styl-
ized, as design is typically rather messier) are common in control design.

First we specify the control objective(s), this really means we understand what can
be done with the plant2, and that we have a plant model suitable for this control design
purpose3. Realistically though, it is very likely we do not really know how to specify
what we want, nor know what can be done. A safe place to start is to repeat what has
been done before, and then explore how and what can be done better. Design specifi-
cations that work in the first iteration are most likely too easy. Also, a best design does
not exist, and normally it is enough to have an incremental improvement on what has
been done before.

A. Model

� Specify the control objective(s).
� Identify the available inputs, domain and range. At the very least the available in-

puts must be able to affect the control objective in an obvious manner. If this is not
the case, a plant redesign or a control objective redesign or a combination of both
is called for.

� Identify the available outputs. Ensure that all performance objectives can be ac-
counted for through measurement. If not, question the validity of the control objec-
tive, or invest in further sensors (either direct sensors, or soft or virtual sensors).

� Identify disturbances. Are they measurable? What model do we have?
� Identify reference signals. Is preview information available?
� Acquire a (control) model for the process using all identified signals. Quantify the

reliability of the model. What are its limitations?

The dimensioning of actuators, their dynamic range and capability should be con-
sidered at this point in time, and if necessary (when their dynamic response is similar
to that of the plant) these must be incorporated as an integral part of the (extended)
plant. Likewise the sensors, their dynamic range, and response as well as accuracy have
to be matched to the task at hand. Also, if sensors have a significant dynamic response
this has to be included in the (extended) plant dynamics before control design is com-
menced.

At this moment, the process, possibly augmented with actuators and sensors has
been provisionally defined. A block diagram as in Fig. 9.2a, using all the corresponding
variables should be now available. A description of uncertainty, both from a model as
well as signal perspective should complete the model specifications.

We are now in a position to continue with the control subsystem.

2 There is no point in asking control to let water flow up-hill when the only energy source is derived
from gravity.

3 Typically this means a mathematical model, but a model fit for this purpose, not necessarily a model
that represents the plant behavior completely.

10.2  ·  Control Design
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B. Analysis and Design

� Choose a suitable control structure (feed-forward, feedback, combinations, nesting,
decentralized) and draft the control block as in Fig. 9.3. The chosen information
graph, which measurements link with which inputs is critically important. Experi-
ence plays an important role here (verifying the sensitivity of the plant outputs with
respect to its inputs, provides a good starting point for pairing signals). The sim-
plistic, meaning all measurements are available for all inputs may provide the great-
est flexibility but is also the most complex and for large scale systems typically too
complex. Unfortunately there are no simple ways to select information structures.
Moreover their enumeration grows exponentially with the number of inputs and
outputs, which all but eliminates the possibility of considering all possible struc-
tures and selecting the most suitable one.

� Transform the control objective(s) to a number of control objectives appropriate for
the selected control structure. Given the structure specify what each control sub-
system has to pursue, so that the combined effort delivers the overall goal.

� For each sub-controller and their associated objectives select an appropriate design
methodology to deliver the sub-controller dynamics.

� Analyze sub-system performance, and verify if design specifications are met.

At this point, both the model and the control algorithm are all defined. In the last
phase, we can now evaluate and test, to see if the choices we have made deliver as per
the design expectations.

C. Implement and Validate

� Validate the design first by simulation then experimentally using hardware-in-the-
loop technology. Tune and re-tune the controller parameters as required. If this step
fails, verify the specifications and go back to analysis and design, typically this re-
veals that some of the models or assumptions were inadequate. This step is nor-
mally performed bottom-up.

� Define a controller implementation. In the case of digital controllers select the hard-
ware and software to fulfill the control requirements. There are a number of com-
mercial software packages available that can translate simulation software designs
into micro-controllers and software programmable hardware solutions to facilitate
this step. Validate the implementation against simulation and then experimentally,
again in a typically bottom-up manner.

� Synthesis: implement and commission the control, actuators and sensors with the
plant.

� Test and evaluate the controlled system performance across a wide range of realistic
operational conditions through the entire operating regime. 

� Test and evaluate the controlled system under a variety of expected failure condi-
tions. When safety considerations are critical these are to be an integral part of the
design specifications and take obviously precedence over performance.

� Finalize commissioning, hand over the controlled system to the end user, provide
for continued monitoring of the successfully controlled system.
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Control Design

In summary, to design a control system we must:

A. Know the process to be controlled from a control point of view. What can and cannot be
achieved? Define what is to be expected after control, and ensure that this is within the
(acceptable) behavior of the process (which includes the actuators as well as sensors).

B. Select a control structure and design a control system.
Compare different control structures and define the final controller.

C. Fine tune the controller parameters.
Implement, test and validate the solution.

10.3 Local Control

The steps in the design process outlined above, labeled A and C are common to all
control design tasks. The actual control design steps B may be qualitatively different
and are elaborated in the sequel.

10.3.1 Logic and Event-Based Control

In this case the signals of interest are mere binary, representing logic True or logic
False. Typically control problems in this category are about scheduling the plant, either
in open loop or in closed loop.

Simple examples are a vending machine or a car wash like the one described in
Sect. 3.5 and revisited in Sect. 8.4 and Sect. 9.3.1. In such applications it is the sequence
of actions that matters. To illustrate the design procedure consider a process of filling
bottles, similar to that shown in Fig. 10.2.

There are a number of conveyor belts that transport a row of bottles or palettes.
Dealing with separate bottles, each palette arrives at a particular location, where a
preprogrammed operation is performed. At the start, the bottle is picked from a feeder
palette and placed on the belt. It is cleaned, dried, filled, closed, labeled and finally
packaged and assembled into a transport box.

All the activities are predefined, clearly delineated, and typically no problems are
expected. Each operating station is fully programmed and executes its task as soon as
a bottle is in position, and completes this task in the prescribed time that the belt remains

Fig. 10.2. An automatic system to fill bottles

10.3  ·  Local Control
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stationary. From a global point of view, the activity at each station is based on a feedforward
command. Locally, closed loop control and analog signals handling may be used to com-
plete the prescribed task. For example, the bottle filling can be either performed in open-
loop using a time-based approach or may be based on a closed loop using the filling level
to determine that the bottle is full. In principle the overall system is hybrid, requiring
both discrete as well as continuous variables. Nevertheless the progress of the system,
from a global point of view can be captured by purely logic-based signals: a bottle is/
is-not in place; is/is-not filled, and so on. The actions are equally binary: the belt moves/
stops, the bottle is open/closed, the bottle is full/empty. Any failure in completing a task
raises an alarm, which is also a logic signal, task complete/task not complete.

The signals are binary valued and Boolean algebra (dealing with ones and zeros)
can be applied. Basic logic operations such as AND, OR, NOT, and their compositions
can be used to formally describe the system dynamics. Moreover logic can provide a
formal design specification and verification. Computer tools exist to synthesize a de-
sign and even deliver the computer program that will implement the entire controller.

The controller recipe or program will itself be a string of logic statements. For in-
stance, the bottle filling station, may have a specification of the form:

IF "bott-in"(=1) AND "bott-empty"(=1) THEN "start-filling"(=1)

IF "bott-full"(=1) AND "filling-removed"(=1) THEN "bott-move"(=1)

There are many techniques for dealing with the analysis and design of logic based
controllers. They play an important role in computer science. Originally such algo-
rithms were implemented in Programmable Logic Controllers (PLC)s. In Fig. 10.3 a
state machine of a sequential system is depicted, and it is composed of:

� The enumerable states, S1, S2, … Sn. These represent the possible working condi-
tions of the system. They are like the working stations in the bottle filling system.
At each state the system performs a given task or a set of tasks or a sequence of set
tasks until completion is reached, or another condition takes precedence.

� Transitions, t1, t2, … . There is a finite list of all possible logical conditions in the system
environment. If the process is in one state enabling a certain transition, and if this
transition then happens (becomes True), the automaton evolves to another state as
prescribed by that enabled condition. Both the transition itself must come true or be
enabled and the process must be in an enabling state before the transition can take effect.

Fig. 10.3. Sequential system: a state machine; b transitions timing
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Conditions, enable state transitions, and are represented by the a finite set of fea-
sible transitions.

Let us explain the behavior of the automaton in Fig. 10.3a. State S1 enables transi-
tion t1, whereas, for instance S3 enables transitions t4, t5 and t6. The time line of the
enabled transitions is shown in Fig. 10.3b. The automaton is initially in state S1. It will
move to S2, as soon as t1 is enabled. The next transition that can occur is t3, and the
system will move to S3. At this point in time t2 is enabled but nothing happens because
the system state does is not enabled for this transition. The system will remain in S3
until t4 becomes true.

Observe that if t2 would be true before t3, the automaton’s evolution is different. In
general, transitions occur asynchronously, they can happen at any (analog) time, and
are solely governed by the conditions that logically enable them to occur.

The design problem consists in determining a set of states and transitions so that
the automaton evolves from any possible initial state to the desired state. Unwanted
states have to be avoided. Preferably the design is such that the automaton can recover
if for some reason or another a transition or mishap disturbed the state away from the
normal evolution.

For systems as simple as those in the examples considered so far, the design appears
to be a rather easy task, and it is. The difficulty lies in the complexity of the system. It
is not difficult to find automation problems in the manufacturing industry where the
automaton has thousands of binary conditions and transitions. The number of states
of such systems grows geometrically fast. By way of illustration n binary conditions
leads to 2n possible states. That is, for n= 10, 100, 1 000 this leads to a number of pos-
sible states such as 1 024, 1 followed by 30 zeroes, and 21000 respectively. The latest is a
number larger than the number of atoms in the universe. In such cases, simple graphi-
cal representations, like the one used in Fig. 10.3a are not useful. Special tools and
appropriate software is required to deal with such systems.

The theory for modeling, control synthesis, and verification of automata is well-
developed. There are numerous computer tools for their implementation. The enor-
mous complexity these design tools can deal with underscores some of the great ad-
vances made in control technology.

10.3.2 Tracking and Regulation 

The most common local control objective is the regulation of a process variable to a
prescribed value or a small range of values regardless of disturbances or changes in
the plant dynamics. Tracking a reference signal with prescribed precision is also very
common.

In Chap. 8 a number of possible local control structures have been reviewed, includ-
ing feedback, feedforward and combinations thereof. There is a very extensive litera-
ture dealing with these types of problems.

Usually in this context signals are analog, but may either be represented in discrete
time, as sampled signals or in continuous time. Disturbances may be described using
statistical or stochastic methods, or deterministic or even a mixture. Time and fre-
quency domain approaches as well as linear and nonlinear techniques have been de-
veloped. Systematic as well as heuristic methods, optimization-based or recipe-based

10.3  ·  Local Control
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designs are available. Without being exhaustive control design synthesis depends on
such aspects as:

� The process or plant model. Most modern control design methods are model based
and exploit some form of optimization method or use formal verification ideas. Invari-
ably they require a mathematical description for the plant and the disturbances. Plant
models can be:
– single input/output or multiple input/multiple output.
– linear or nonlinear;
– time invariant or time variant;
– input-output or state-space-based;
– represented in continuous time, or discrete time, or use event-based timing, or

indeed a combination of time axes;
– stochastic or deterministic;
– precisely described, or be a member from a (large) set of possible systems that

needs to be treated simultaneously;
– have a finite state space description or require an infinite dimensional state (the

state itself is a function) space description.
All possible combinations can be contemplated.

� External signal models. Similarly disturbance models, or reference signal models
are varied, and must suit the particular problem at hand.
– Disturbance/reference signal models can be linear or nonlinear.
– Disturbances/references can be deterministic, a member of a large class of signals;
– Disturbances/references can be stochastic, with certain properties like a sample

mean being prescribed by the model;
– Disturbance signals can influence the system at the input, output or a particular

internal signal, or a combination of all;
– Disturbance signals can modulate the system in an additive or multiplicative, or

more generally nonlinear way;
– Disturbance characteristics may be fixed in time, or time varying.
– Disturbances/reference signals may be measurable or not, and we may have pre-

view information or not;
� Heuristics. Some control design is model-free. In this case, the design is based on

heuristics, known to work for a large class of systems. Experience plays an impor-
tant role in such approaches.
– Recipe-based design rules. For example, the famous Ziegler-Nichols PID tuning

process is such a method4, 5

4 John Ziegler, 1909–1999, American chemical engineer (1933, Washington University) and instrument
designer famous for his work on PID tuning which he developed together with Nichols at Taylor
Instruments in 1940.

5 Nathaniel Nichols, 1914–1997, American control engineer, educated at the University of Michigan,
and famous for his work on the PID tuning rule, and control design more generally. The International
Federation of Automatic Control (IFAC) society has since 1996 an award and medal in his honor to
recognize design progress in the control field.
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Fig. 10.4. 2DoF control diagram

– Rule-based designs, capturing the behavior of an operator, or expert user of a
system. Often used in the automation of relatively safe processes (like taking a
digital photograph or making a video recording).

� The control goal. Depending on how the control objectives are being expressed:
– as an index to be optimized, with or without constraints on the signals (which

may be expressed at points in time, over time intervals, or terminal constraints);
– in the frequency domain (bandwidth, maximum gain, gain and phase margin)
– in the time domain (time response, oscillations, delays, overshoots, undershoots,

range conditions on signals, gain conditions on signals, operator ease conditions);
– as a set condition using a combination of frequency and time domain requirements.

� The operational regime. Control design can deal with normal operation or fault
mitigation, uncertain conditions, changeable modes and switching conditions. These
different operating conditions typically also require different models for the plant.

The Ziegler-Nichols PID Tuning Rule

In a unity feedback loop, with a PID controller to determine the plant input, conduct the
following control experiment. Set the control gains for integral and derivative action to
zero and increase the proportional gain until the plant output exhibits a sustained oscil-
lation. Denote this gain as Kc. Measure the period of oscillation and denote this as Tc.

� P-control. Set the proportional gain to 0.5 Kc.
� PI-control. Set the proportional gain to 0.45 Kc and set the integral action gain to

0.55Kc/Tc.
� PID-control. Set the proportional gain to 0.6 Kc, set the integral action gain to 1.2 Kc / Tc

and the derivative action gain to 0.08 Kc Tc.

Consider a process with a two-degree of freedom controller structure as depicted in
Fig. 10.4 (see also Sect. 8.6.1). Assume that all signals are scalar valued. For convenience
assume that all blocks are representing linear operators or linear systems.

The blocks have the following meaning. H is the measurement device operator, also used
to suppress some measurement errors, here represented by the disturbance n. F performs
reference signal filtering to smooth out possible sudden changes in the reference signal r,
which in any case could not be tracked by the plant. Kff and Kfb are respectively the
feedforward and feedback controllers. Disturbance signals d and n enter at an internal
part of the process and its output respectively. The plant operator is G2G1, here split in
two blocks from left to right first G1 followed by G2. The disturbance d is added to the
output of G1. The disturbance n is added to the output of G2 to form the output y that
is measured, and used for feedback.

10.3  ·  Local Control
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The feedback controller Kfb is designed to provide stability in the loop and distur-
bance rejection properties. The feed forward controller Kff is to provide good tracking
response. It augments the performance already achieved by the feedback control loop.
The feed forward controller must itself be stable, and does not play a role in determin-
ing the stability of the loop, nor can it.

This structure is useful in dealing with a heat treatment control problem as depicted
in Fig. 10.5. The objective is to apply a predefined temperature profile r to whatever is
inside the oven. Here stability is of lesser concern (but still important, as we could not
tolerate oscillations in the oven temperature). The feedback controller Kfb is primarily
designed to keep the desired temperature in spite of disturbances such as opening of the
door or changes in the load (which are reflected through the disturbance d).

Filtering the measurement noise inherent in the sensing device is performed by
block H. It should have the effect that Hn≈ 0, yet the output of the plant should be
measured accurately. There is always a trade-off.

The tracking controller Kff is designed to ensure that the plant output tracks the
temperature profile r over time.

As in this oven treatment situation, even in the general case (Fig. 10.4), the feedback
controller Kfb must achieve disturbance rejection. It does so by reducing the size of the
operator linking the disturbance d to the output y wherever d is large. This operator6 is:

Note that Kff does not play a role. The objective of  ||Md|| << 1 can be achieved by
making Kfb large. It is not possible to make Kfb arbitrarily large, as stability must be
preserved. Typically Kfb will contain an integrator, as this will eliminate the effect of a
constant disturbance d altogether.

The tracking controller Kff can now be tuned for tracking. Its objective is to ensure
that y≈ r. The tracking operator is

Fig. 10.5. 2DoF control application

aaa

6 It can be computed using the block-diagram algebra introduced in Sect. 5.6.
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Disturbance rejection and tracking are not independent. But in general, we can first
design for disturbance rejection, and stability and then address the tracking design by
selecting Kfb to obtain Mt≈ 1.

Some possible feedback design strategies are:

� Tuning controller parameters Given a controller structure, tune its parameters ac-
cording to a procedure, like a rule of thumb, or parameter optimization routine with
the aim of finding an acceptable setting. This works well in most simple applica-
tions, or where extensive experience exist, like when a general solution (say PID
controller) is already known to be able to do the task at hand, and the only remain-
ing task to reflect the present situation is to select the actual parameters.

� Assign closed-loop dynamics Determine Kfb to get appropriate dynamics of the closed-
loop. There is a variety of options. The most popular choice is to use state feedback to
assign a particular closed loop response. The procedure often involves optimization.

� Improving time response Augment the plant with a controller, and address the full
time response characteristic. Typically this is a large scale optimization problem
that nevertheless can be solved efficiently for linear systems.

� Shaping the frequency response of the loop, G2G1KfbH, similar to the time domain,
but rather working in the frequency domain, which often provides for more insight,
but often leads to more cumbersome optimization problems.

� If the disturbances are measurable, add extra feedforward action such as uff≈−1/G2.d
in order to approximately cancel the foreseen effect of the disturbance.

� Optimizing a given index (this is the hard bit, what is a good index?) to achieve the
best (that is with respect to the index) disturbance rejection, the best robustness
against process model uncertainties, or the best tracking performances.

10.3.3 Interactions

So far we have dealt with examples where there is a single input controlling a plant. Most
processes are more complex. Typically there are multiple inputs, effecting multiple out-
puts. Moreover, in such situations we almost always have competing objectives.

Clearly for every output signal that needs to be regulated or tracked, we need an
input, otherwise the problem is ill-posed in general. It would be really easy if each
input only affected the one output (in which case we have multiple examples of single
input single output systems) but life is not like that.

A classical approach (building on what we know about single loop situations) is to
pair inputs and outputs (as in u1 is used to control y1, or reacts on deviations in y1 from
its reference signal r1, and u2 is used to control y2 and so on). The pairing is typically
performed to reflect the dominant effect, i.e. u1 mainly affects y1 and much less the
other outputs, and so on. Because u2 does affect also y1, from the point of view of de-
signing a control law for u1, the u2 input (and all the others as well) will be treated as
a disturbance. Of course all inputs are measurable, so that we can use a feedforward
controller to assist in rejecting the effect of the other inputs. This is called decoupling.

10.3  ·  Local Control
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Unfortunately, pairing with decoupling does not always suffice, and design must be
considered as one multiple input multiple output synthesis problem.

Pairing (with decoupling) clearly simplifies the design problem considerably as we
are only interested in designing 2m (or 2m+m(m− 1) if we use decoupling) control-
lers when there are m pairs. The full multiple input multiple output design would con-
sider the design of 2 m2 control laws. The additional freedom of multiple input mul-
tiple output design, augurs well for achieving better performance but it is of course
more complex. Moreover, in case of faults (like measurement stations failing) it may be
much more difficult to reconfigure the complex solution, than the simpler one. Consid-
ering all possible operational conditions, it may well be that a more constraint, control-
ler with lesser performance is to be preferred above the high performing complex
controller. Selecting an appropriate control structure is a difficult task in general.

Consider by way of example the boiler control discussed before (see, for instance,
Fig. 7.8). In principle, an obvious choice for pairing seems to be: control the water level by
the water flow and the boiler temperature or pressure by the fuel flow, as shown in that
Figure. Nevertheless there is a strong internal interaction because any time the desired
temperature is adjusted by the fuel flow, the steam/water equilibrium changes and the
amount of water required in the boiler is also to be changed. So whenever the fuel flow is
affected, the water flow should also respond. Equally, adding cold water to the boiler, re-
quires extra heat input. It seems plausible to design an integrated controller that takes care
of these obvious links to ensure that the water flow and fuel flow work together to main-
tain the water level and temperature as desired. In this case, experience indicates that
the pairing approach using a 2 degree of freedom in each loop does not do too badly.

A schematic for a paper-making machine is presented in Fig. 10.6. The main properties
that determine the paper quality are the specific weight and the moisture content (thickness
also plays a role). The drum speed determines the throughput in the plant, and this is of
course of great economic value. There are several options to control these variables, but
they are clearly not independent. The manipulated variables are typically the pulp flow, at
the exit of the headbox, the steam flow inside the drying cylinders, the drum pressures, the
sheet speed, the sheet tension, and so on. A good pairing is paper-weight coupled to pulp-
flow and paper-moisture coupled to steam-flow. In this case, the rest of the input variables
that regulate the throughput are considered as disturbances and they need to be decoupled.

The state-of-the-art for multiple input multiple output system design is well-advanced,
in particular for linear systems. Automated synthesis packages that can produce rea-
sonably acceptable controllers from specifications and plant models are available.

Multi-Input-Multi-Output (MIMO) Systems

To independently control a number of process variables, at least the same number of
manipulated variables is required.

Usually, these variables are internally coupled. MIMO control is based on either the
principle of

� decoupling, pairing inputs with outputs, and treating other inputs as disturbances to
be rejected, or
� cooperation, or integrated, if all the output variables are linked into the control law for

all the inputs.
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10.4 Adaptation and Learning

Much of control can be successfully completed using models that are linear and
time invariant systems. This is the case even when the process itself is not linear and
not time invariant. Indeed control by its very nature is in the first instance pursuing
the regulation of signals. As long as signals are close to their reference signals,
linear models typically are sufficient enough to capture the essence of the process
behavior.

Nevertheless, at times, linearity is too restrictive an assumption, or the plant char-
acteristics change with time, or the reference signals vary so dramatically over time
that the true nonlinear and/or time varying nature of the plant cannot be ignored.

Nonlinearity is not a useful system characterization, it encompasses everything,
including linearity. It is sometimes, and rightly so, referred to as the absence of defi-
nition. It comes then as no surprise that no control design method can deal with
nonlinearity in its full generality.

Adaptive control is a design methodology developed to cope with systems that exhibit
natural time scales, either as a consequence of some time varying or nonlinear behav-
ior in the process (Astrom and Wittenmark 1988; Anderson et al. 1986a). Essentially
the assumption is that at any point in time, and for a short term the process may be
adequately modeled as linear, even time invariant, but over extended time scales these
local-in-time models may drift far apart.

Adaptive control has its roots in the early 1950s, when people attempted to use clas-
sical frequency domain techniques to control an experimental aircraft with highly
nonlinear control characteristics.

Fig. 10.6. Control options in a paper mill

10.4  ·  Adaptation and Learning
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10.4.1 MRAS: MIT Rule

Assume we want our controlled process to behave similarly to a given model. The
model reference adaptive system (MRAS) schema (Landau 1979) uses the difference
(error) between the model and process outputs to tune some controller parameters
to reduce this difference. The controller parameters and the adjusting mechanisms
can be simple or sophisticated.

The so-called MIT rule (Mareels and Polderman 1994) was first proposed to auto-
matically compensate for a single parameter that captured the essence of time varia-
tion (perhaps due to nonlinear aspects) in the process. It is represented in Fig. 10.7.
The single parameter is compensated by using an adjustable or tunable control pa-
rameter. The tuning of the parameter is based on how much the process output de-
viates from the desired output (which assumes that the rest of the model is well-known),
and the parameter is tuned so as to minimize the integral of the error squared.

(10.1)

Fig. 10.7. A simple MIT rule adaptive control law

Fig. 10.8. Adaptive control: model reference adaptation, MRAS
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This control law is however deceptively simple. Its dynamics and the dynamics of
the controlled system are rich and even today only partially understood (despite a
fairly extensive literature on the topic). As long as the assumption of time scale sepa-
ration is respected, its behavior is quite acceptable and intuitive.

Nowadays, adaptive control deals with far greater complexity than envisaged
by the MIT rule, which gave rise to its development. The approach proposed by
Landau generalizes the model reference approach, comparing information coming
from the output of the process and that from a closed loop reference model.
The adaptation mechanism, as shown in Fig. 10.8, computes the updated value of
the controller parameters based on the evaluation of the error in the controlled
process output.

10.4.2 Self Tuning

In the self-tuning approach, pioneered by Aström, the goal is to adapt the controller
parameters to perform as close as possible to the control requirements based on the
direct or indirect knowledge of the process model, as shown in Fig. 10.9.

In the indirect case (Fig. 10.9a), the identification block estimates the parameters
of the process which are used to recompute the controller parameters. Based on in-
put/output process information taken at a faster rate, the parameter updating is car-
ried out more slowly to avoid the strong coupling between the two closed loops. Simi-
larly, in the case of direct adaptation (Fig. 10.9b), the estimation block directly esti-
mates the (slowly varying) controller parameters from the input/output information
derived from the plant.

Fig. 10.9. Adaptive control: a model parameters estimation; b control parameters estimation

10.4  ·  Adaptation and Learning
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10.4.3 Gain Scheduling

Another approach, simpler but quite efficient in many practical applications, uses a
selection of pre-computed controllers each based on a different process model adapted
for a particular operational condition of the process. During normal operation, the
most appropriate control action is selected according to the actual operating condi-
tions. This approach goes by the name of gain scheduling. It is suitable when all op-
erating conditions are well-known in advance. Typically a collection of representa-
tive operating conditions is chosen and a corresponding set of controllers is com-

Fig. 10.10. Metallurgical kiln
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puted off-line. The control design can be of any type and the controllers may even
have different structures, adapted to the operational needs. To work well in practice
the switching between control modes should not be too frequent and must be
smoothed so as not to disturb the input signal. For example, flight controllers are
typically designed on this basis. The scheduling is performed based on a combina-
tion of speed and height measurements for the aircraft. At the transition between
controllers, the control action is typically computed as a smooth interpolation be-
tween the previous and the newly desired input signals.

The idea is illustrated with the control of a metallurgical kiln, as represented in
Fig. 10.10. The objective of control in this reduction furnace is to optimize nickel re-
covery while minimizing fuel consumption and environmental contamination. This
demands precision control of temperature and gas composition in the furnace. Con-
trolling the temperature of a multiple hearth furnace is a difficult task (Ramirez and
Albertos 2008). Fast and extensive changes in operating conditions occur, complicated
by non-linear and time-varying behavior of the process and interaction between the
different variables. Temperature in level 5 is strongly dependent on the temperature in
the adjacent levels 4 and 6.

Four operating conditions are selected based on furnace loading. For each a linear
model that relates temperature (the output) to injected air flow (the input) is obtained.
The responses under the different operating conditions vary greatly and no single
controller can properly work across all operating conditions. For each of the selected
operating conditions a particular PID controller is designed. Under normal operation
of the furnace, the current loading of the furnace is measured. The current loading is
then represented as a weighted sum of the operating conditions used for design, and
the actual air flow is then obtained as the same weighted sum of the control actions
computed by the PID controllers associated to these operating conditions. This is shown
in the bottom of Fig. 10.10.

10.4.4 Learning Systems

The dream plug-and-play controller would learn what to do based on past experience.
In full generality such plug-and-play controllers are simply elusive, but within a suffi-
ciently constrained environment, learning control is quite feasible. Learning is an ad-
vanced form of adaptation, and adaptive control ideas are at the core of most learning
control systems.

A learning controller could have the structure depicted in Fig. 10.11.
There is a set of possible controllers denoted as the option set which typically

contains a safety controller (for when all else fails). The information from the
plant is processed by the current controller which determines the current input
actions for the plant; but also by the adaptation block, which adapts the con-
troller parameters to maintain performance; the evaluator block, which computes
the adequacy of the current controller; and the clustering block, which identifies
different modes of operation. Based on the outputs from these blocks, the de-
cision system determines which is the best controller to be used and the supervision
system implements the transfer between the current controller and the newly se-
lected controller.

10.4  ·  Adaptation and Learning
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Learning control is well-suited to the control of repetitive operations. This is com-
mon in many robotic applications. For instance, a welding robot must follow a pre-
scribed trajectory to weld parts in a car chassis. The action is repeated for every chas-
sis. Similarly pick and place robots collect parts and place them in a particular order,
over and over again. As the operation is repeated, it becomes possible to learn from the
past cycle to improve the next cycle. From cycle to cycle the control action can be
improved, i.e. the robot learns how to execute the desired operation. This is shown in
Fig. 10.12. This control strategy goes by the name of repetitive learning control.

The actual control action will consist of two parts: an open-loop or feed forward
action which is refined through the learning action, combined with a feedback action
which is necessary to cope with unavoidable disturbances and sudden process varia-
tions that cannot be learned. This is illustrated in Fig. 10.12.

Fig. 10.11. Plug-and-play control: starting from scratch

Fig. 10.12. Repetitive learning control
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10.5 Supervision

At the highest level in the control hierarchy, a supervisory control system coordinates
all other controllers and may even be able to adapt the information structure. A super-
visory control uses alarm signals to reconfigure the control subsystems so that the
overall performance gracefully degrades in the presence of faults. In case there is suf-
ficient redundancy it may even be possible to be fault-tolerant: the performance is not
degraded despite the fact that certain faults have occurred. In case the reliability or
safety of the process and its users is challenged, the supervisory controller will initiate
a fail safe procedure, or perhaps a full shut down.

For example in the irrigation system (see Sect. 3.3), when a significant rain event oc-
curs in a particular region, the affected canals go into shut down mode, and all feeder
canals must stop delivering water into the affected canals. The new control objective is to
store as much water as feasible in the canals and all excess water must be passed safely
through the system, bypassing all farms. All set points for water levels and flows are reset
for extreme conditions. As previously discussed, some adaptive control implementations
require a supervisory level to decide the best controller among a set of previously com-
puted ones. In general though, supervisory control deals with switching between opera-
tional modes, shutting down or starting up, initiating emergency procedures and so on.

Supervision can be implemented in a number of different ways, using human in the
loop or human supervision, assisted by diverse levels of automation and automated
reasoning, or fully automated:

� Alarm-based. For each alarm a particular system response sequence is determined
in advance. Depending on the alarm the response may affect a small sub-system or
the entire system. Typically the aim is to restore pre-alarm conditions, or a new safe
operational condition, or in extreme conditions may lead to a shut down sequence.
An example is the exploitation of the electricity distribution grid. The supervisory
system implements the sequence, and adjusts the sub-control systems accordingly.

� Performance-based. Based on information gathered from the process, the supervision
algorithm computes a number of scenarios, or compares a number of precomputed
scenarios and selects the next actions and adjusts the local sub-controllers to address
the new situation. This is typically feasible only within the normal operational condi-
tions of the system. This approach can be combined with the alarm-based approach.

� Model-based supervision is the most advanced solution for (adaptive) control. Us-
ing on-line data the model for the plant is updated, as well as the control objectives
and a global optimization algorithm monitors and tracks the entire process. This
requires a great investment in a realistic model, and typically requires large com-
puter resources, and the highest levels of monitoring and automation, which have
to be justified against the benefits of operational performance. A space shuttle, a
space laboratory, aircraft control and critical processes such as complex scientific
instrumentations (colliders, particle accelerators) fall into this category.

� Goal-based. The supervisor switches the sub-controllers on the basis of the relevant
goal and the present operating conditions. This can be based on a table look-up, or
simulation basis. This scheme is depicted in Fig. 10.13. As shown in this figure, the
supervisor may decide on a new control structure.

10.5  ·  Supervision
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Most of these supervision principles can be used in combination, but eventually at
some level will be subject to human supervision. Truly autonomous systems that can interact
with their environment as well as with humans are still an elusive research pursuit.

10.6 Optimization

In general optimality means little. In principle, every controller is optimal, with re-
spect to some appropriately selected criterion. There are some interesting theorems to
this effect in the control literature. A trivial way to appreciate this, is to generate a prob-
lem that only has the one solution, this is then the unique and optimal solution.

Nevertheless optimal control theory plays an important role in control design.
Meaningful problem formulations pay attention to:

� The plant model. A clear, computationally efficient model of the plant fit for the
purpose of control is needed.

� The constraints. Signals in the model cannot be arbitrary. The constraints are an
integral part of the problem definition. A model for the disturbances and reference
signals is equally required.

� Design goal, which is the criterion with which to compare the different feasible
solutions and to decide which one or which collection is/are best. Time optimality,
energy efficiency, maximal suppression of disturbances, whilst guaranteeing stabil-
ity are typical design objectives. Design objectives always involve inputs and out-
puts of the model7. The design goal may incorporate constraints (signals cannot be
too large, must not oscillate and so on). In optimal control the model is always a
constraint, as the model shows how inputs and outputs are dynamically related.

� Options/inputs. What are the variables and/or parameters that may be selected? What
are the constraints they have to satisfy?

7 If the criterion does not contain output signals from the model, the model is irrelevant. If only output
behavior is penalized, the problem is typically ill-posed, mainly leading to unrealizable behavior.

Fig. 10.13. Goal driven supervision
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There are many approaches to design optimal controllers. The literature on optimal
control is substantial, and strongly linked to calculus of variation in mathematics. In
general, optimal control design requires numerical techniques and many problems
quickly turn out to be hard, especially if they involve discrete and analog signals at the
same time. Even defining feasible solutions, let alone searching for an optimal solution
may be difficult. On the other hand, for the very respectable class of linear system models
with criteria quadratic in the input and output signals, systematic solution methods
are well-established. Moreover, they provide a lot of insight as to why optimal designs
are useful, and in what sense they provide robust solutions.

10.6.1 Controlling the Read/Write Head of a Hard Disk Drive

As an example of optimal control let us illustrate the position control of a magnetic
hard disk read/write head, as depicted in Fig. 10.14. Thin structures of steel, known as
suspensions, supporting the read-write heads are attached to the end of the actuator
arm. The actuators are typically voice coil motors. There are two control goals corre-
sponding to two modes of operation: track seek and track follow. In track seek the
actuator moves the head from one track location to another, and this must be accom-
plished in minimum time, without moving the head out of bounds. In track follow
mode, the read and/or write operation is executed, which requires the head to follow
as precisely as possible the spinning track, which due to imperfections in the mechani-
cal drive mechanism (for example eccentricity) does move relative to the head. The
track follow mode is a disturbance rejection control problem.

More modern assemblies for read/write heads use dual actuators. A low inertia
piezoelectric transducer/actuator is mounted on the slower voice coil motor. This pi-
ezoelectric transducer is very fast, but has only a very small reach, perhaps only the
distance between two tracks. The dual actuator combination allows one to achieve both
speed and accuracy. The response to a command to change the reading track is repre-
sented in Fig. 10.15. In the graph, the contributions from the fast and slow actuators are
split to illustrate the different time scale of their actions. The graph clearly shows that the
dual actuator response is a significant improvement on the conventional single actuator.

Fig. 10.14. Disk drive

10.6  ·  Optimization
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10.6.2 Model Predictive Control

A well-accepted optimal design approach developed first in the petroleum industry is the
so-called Model Predictive Control. It refers to a class of feedback algorithms that com-
pute the inputs based on a receding finite horizon optimal control problem, exploiting
realistic models and constraints. The basic idea can be expressed in the following way:

MPC definition. Given a plant model (say y=Gu), and a desired reference trajectory
for the controlled output (say yr):

1. Denote the present time as t.
2. Compute the input u over the interval from present time t to an instant t+ T in the

future so that it minimizes some criterion involving, the output error y− yr and the
input u while satisfying all constraints.

3. Apply this optimal input u over the time interval from t to t+ h, where h << T.
4. Measure y over the interval t to t+ h.
5. Set t+ h as the present time t. Go to step 1.

The optimal control strategy computed in the first step is an open loop input strategy.
The advantage is that this step can be evaluated even in complex situations and satisfying
hard constraints. There are few methods that can deal with constraints so effectively. In
the next step this control is implemented for a short period of time, and then re-evaluated.
In this way, the open loop strategy is moderated by the actual measurements, and be-
comes effectively a closed loop control as the input is responsive to what actually hap-
pened in the system under control. It is a most effective control strategy. Many industrial
applications of MPC have been reported (Camacho and Bordons 1995). MPC enjoys strong
robustness properties as well and in general provides a good strategy for control (as long
as a reasonable model is available to compute the input in the first step).

Fig. 10.15. Transfer between tracks
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Advanced Control Structures

The first goal of a control system is to make the process to operate appropriately within its normal
operational envelope. Open-loop control or a simple feedback control loop are the first options.

Based on the availability of more resources like

� computing power,
� sensors and data acquisition systems,
� more and better actuators,
� more knowledge about the process and its disturbances,

and when the controlled behavior requirements are demanding, then one may want to con-
sider, in order of complexity

� optimal, robust, controllers,
� adaptive, complex nonlinear controllers,
� hybrid, switching-based controllers,
� hierarchical, artificial intelligence based controllers.

Keep in mind that in control, reliability and safety are often more important than perfor-
mance. The golden rule in design is: keep it simple, and remember anything that can go wrong

will go wrong.

10.7 General Remarks

When approaching a process control design problem, it is not uncommon to concentrate
first on elementary sub-systems. The temptation is great, as the most complete, optimal and
beautiful designs can be worked out at this level (as the problem is easier, more well-posed
and so on). Nevertheless it is the performance of the whole system that matters. Any optimi-
zation at the subsystem level may well be totally wasted, because quite generally the coordi-
nation of many locally so-called optimal systems does not yield the optimal system behavior.

The global system matters. Failure in one subsystem may be disastrous for the whole.
The first aim has to be to achieve a feasible, reliable design for the entire system. Fine tuning
and optimization can follow later. In any case, optimization must be seen from the overall
system performance and not from a local subsystem’s point of view. Even then, global
optimization may not be the aim, as safety and reliability must always take precedence.

For example in the irrigation canal system, global optimization demands that all water
levels are used to determine all gate positions in the canal. This multiple input multiple
output design is feasible on paper, but will never be implemented because it relies on
communication that is too fragile to be guaranteed. A suboptimal, decentralized design
using pairing and decoupling works well, and has much higher safety and reliability fea-
tures. It is such a solution that is commercially implemented in Total Channel ControlTM.

Also, as most control design is model-based it pays to remember that all models have
always limited validity. In control design it is therefore important to ensure that the ob-
tained performance does not rely on model properties beyond their region of validity. For
instance, given a model of a motor it is easy to conclude that the higher the input voltage
is, the shorter the time for the motor to reach its desired speed. The problem is that the
voltage that can be applied is limited and beyond this limit the motor burns. More often
than not, the model’s domain of validity is however poorly understood, requiring valida-
tion and testing of any control design before it can be fully accepted.

10.7  ·  General Remarks
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10.8 Comments and Further Reading

An excellent introduction to feedback systems and design (with more mathematics
and rigor than we dared to include here) is Astrom and Murray (2008). This book is
also available on the world-wide-web. In general, most books dealing with control do
require a command of a university level introduction to calculus and linear algebra.
Domain oriented control references are not very common (Albertos et al. 1997).

As to the importance of automata the foundational work by Turing and Von Neumann
cannot be overlooked. In this context see Turing (1992) and Von Neumann (1958). Some
of the designs created by Von Neumann, Turing and Norbert Wiener for a truly autono-
mous machine are still very much dreams being pursued in systems engineering, and
computer science alike.

Discrete event systems, a generalization of automata used in the modeling and design
of modern manufacturing systems are discussed in Cassandras and Lafortune (2008).
Modeling is the main aim of David and Alla (2005), which provides a very didactic
introduction. Synthesis for discrete event systems can be found in such texts as Zhou
and DiCesare (1993).

Multivariable control design is discussed and developed in a number of texts on
control design. To name but a few Albertos and Sala (2004), Goodwin et al. (2001), Green
and Limebeer (1995), Boyd and Barratt (1991). These are not accessible without a
working knowledge of university calculus, including complex functions, and elemen-
tary linear algebra.

The ideas about self-learning, adaptive and/or self-tuning control, are quite old, going
back to A. Feldbaum’s formulation of the dual control principle in 1960. The principle
exposes the conflict between learning and regulation. Regulation reduces complexity
so that there is nothing to learn, and learning needs signals that excite the dynamics,
and so contravene regulation. Also, because any learning automatically leads to non-
linear control, understanding the behavior of adaptive control is hard. It is now under-
stood that adaptive control in general implies some form of chaotic behavior. Texts
dealing with adaptive control ideas are Mareels and Polderman (1994) and Goodwin
and Sin (1984). In Anderson et al. (1986a) an effective adaptive control strategy based
on time scale separation ideas is presented.

Frequency domain ideas are introduced in a classical manner in Doyle et al. (1992),
and a more modern and more algebraic treatment of the frequency domain ideas is
found in Green and Limebeer (1995). For a historical account and the influence of the
foundational work by Bode and Nyquist, see Mindell (2004).

Ideas of dual actuator control and how this applies to hard disk servos, an example
we have used a few times are explained in Chen et al. (2006).

Model predictive control turns optimization into a control methodology. The ideas
and application areas are well-presented in Maciejowski (2002). The methodology was
first developed in the petrochemical industry, and its theoretical development followed
the success in industrial applications (Camacho and Bordons 1995). The control meth-
odology is presented in some detail in the Instrument Engineers’ Handbook (Lipták
1995), where it is quoted as the most effective control approach to deal with large scale,
nonlinear processes.
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11.1 Introduction

Despite the fact that control is integral to how the engineered world as well as the natural
world function, it is hardly ever clearly identified. Control is truly a hidden technology.
Indeed control and feedback consist in the intelligent design of control algorithms,
and are implemented through the subtlety of interconnecting subsystems. The follow-
ing analogy may illustrate how (well) control is hidden: control relates to systems, as
the mind relates to the brain.

In the engineered world, control and feedback are not restricted to industrial, manu-
facturing or agricultural applications. They are equally central to the service industry.
Feedback plays an important role in risk management. Control ideas are used to op-
timize the flow of passengers through an airport. System theoretic ideas have been
used in such environments as managing negotiations. In our economy, feedback is at
the core of the behavior of supply and demand, and the reason why central banks use
interest rates to stimulate the economy. Feedback loops are at work at all levels of
processes, from the room temperature controlled by a thermostat to the behavior of
the world climate.

The greatest benefits of feedback are no less than the very existence of life as well
as the stability of our climate. No economic or engineering benefits could possibly
rival this accolade. Moreover, it is equally true that to a large extent our present day
standard of living as well as our longevity could not possibly exist without the ubiqui-
tous application of control and feedback. Indeed from the very beginning of the indus-
trial revolution, feedback has underpinned the relentless growth of our economy.

At some level our engineered control systems may be seen as automating and per-
forming activities that human operators could perform. In such situations, control
realizes benefits through improved reliability, repeatability and consistency of the
performed activities. An example in this vein is a cruise control in a car, allowing the
driver to use their attention span for more important things other than speed control.
As an additional side benefit, the fuel economy of the car is improved. Far more influ-
ential though are the development of systems or behaviors that are not achievable
without the use of control or feedback: satellite flight, the internet, an automated irri-
gation system enabling water markets, a robot exploring the Martian surface, a cath-
eter guided inside the circulatory system without the need for surgery, or an automated
wheelchair that responds to thought patterns of a quadriplegic person and so on.

In this chapter we mention some of the benefits of control and feedback that also
serve as motivation for their continued further development and application.

Control Benefits

Life itself, the ecology of our planet
and the wealth of nations all depend on

intricate, precariously balanced, and
poorly understood feedback loops.

Anonymous
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11.2 Medical Applications

The impact of control in biomedical engineering and more generally health applica-
tions is enormous.

The two most elementary yet critical engineering contributions to longevity are the
availability of clean water for sanitation and the refrigerator, because it removed salt from
our diet. Neither running water, nor the refrigerator can exist without feedback and control.

Sophisticated control systems improve the quality of life for people affected by heart
or other basic organ malfunction. For example, hemodialysis apparata depend on adap-
tive control technology (pressure control, anticoagulation, and so on) to provide their
essential service. In a hospital’s emergency department, the monitoring of vital pa-
rameters of patients combined with appropriate reactions (from both nurses and doc-
tors as well as machines under their supervision) improve patient care immensely.

In surgery, the development of miniaturized robotic devices using wireless commu-
nication enables doctors to carry out surgery or monitor body functions with mini-
mally invasive techniques.

Figure 11.1 shows an ALF-X system with a physician positioned at the operator con-
sole in the control room. This is a tele-robotics surgical system with haptic feedback
jointly developed by SOFAR S.p.A. and the Joint Research Centre of the European
Commission1. It is a modular system that may consist of up to 5 manipulator arms
remotely commanded through one or two surgeon’s consoles, having the capability of
remotely delivering 1:1 scale tactile sensing, which is in practice the transmission of
the forces exerted by the tip of the surgical instrument to the handle of a haptic device
manoeuvred by a surgeon. This feature enhances the surgeon’s perception with respect
to manual procedures. Together with the accurate control of the forces applied along
the instrument shaft, tactile sensing potentially improves the efficiency and safety of
the intervention. The system can be used for any type of laparoscopic intervention
easily adapting to operative conditions and changes, as patient’s orientation and close
placement of access ports, without increasing the intervention time.

Fig. 11.1. Laparoscopic surgical intervention

1 http://ec.europa.eu/dgs/jrc/downloads/jrc_tp2770_ force_estimation_for_minimal_invasive_robotic.pdf.
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The doctor is entirely oblivious to the complexity of the required control of surgical
instrument so as to realize the desired opertion. Both feedback and feed forward control
techniques (using sophisticated models of the manipulators) are essential to guarantee
the success of the intervention.

People with physical disabilities suffer much, as they become dependent on others
in their environment for the simplest of tasks. The emotional consequences (for them-
selves and their immediate support circle) can be devastating. The economic impact of
disability, due to both the loss of participation in economic activity by the affected
individual and the cost to society to provide a meaningful life, is enormous. Automated
control systems provide for much progress in this area. A powerful example is the
development of the bionic ear: a feed forward control device that restores near normal
hearing ability to the profoundly deaf by directly stimulating the auditory nerve.

There are many other medical applications that rely on control and feedback. A
small collection may serve to illustrate the tremendous impact: heart pacemakers
respond to physical activity, insulin pumps respond to glucose levels in the blood,
motorized prosthetic limbs, muscle controlled or even EEG controlled prosthetic
devices, voice controlled wheel chairs, electronic nerve stimulators used in some treat-
ments of depression and epilepsy. The emerging field of bionics is in its infancy but
shows enormous promise.

Domotics

Automation in the home, domotics2, heavily relies on feedback.
Most of our consumer goods (not just the toilet) use feedback to enhance or indeed

define functionality. Refrigerators, freezers, ovens, central heating and airconditioning
all use simple temperature feedback loops to deliver what we want. Washing machines,
driers and dish washers use at the very least an automaton, but many have rule-based
logic to minimize water usage and improve energy efficiency (some with an internet
connection can be remotely monitored and receive software updates and preventive
maintenance through the manufacturer’s website). Some dishwashers, washing ma-
chines, and driers use active sound feedback to suppress motor noise to make them
quiet. Most likely your video camera, or still camera uses auto-focus, image stabiliza-
tion and auto-white balancing, all feedback techniques to allow you to focus on taking
the shot. Your head phones (and your mobile phone) suppress ambient sound by feed-
back to allow you to enjoy your favorite music as if in a quiet environment, despite all
the noises in the environment. They use automatic gain control to ensure minimal
distortion, and some even cleverly adapt the sound field to create impressions as if you
were in a cathedral. Ever wondered why speakers that are featherlight can produce
incredibly nice sound, whereas they weighed a ton in the past? Feedback and feedforward
are used to pre-distort the signal sent to the speaker so as to compensate for its transfer
function, and thus neutralize the poor intrinsic speaker quality.

The above is simply the present, there is an entire revolution of domotics about to
enter our daily lives. Lights, heating, security, and audio functions all reacting to our

2 Domotics, a fusion of domus (Latin for home) and informatics.

11.2  ·  Medical Applications
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presence, and possibly remotely controlled through an internet connection may seem
plausible enough. What about a self vacuuming home, or a robot that does the vacu-
uming (including getting rid of the collected dust)? Self cleaning windows? A robot for
mowing the lawn (not a sheep) that knows to respect your flower beds?

11.3 Industrial Applications

Control engineering is as much a part of the industrial revolution as the steam en-
gine itself. The productivity gain achieved through moving away from the cottage
industry to mass production with guaranteed product quality underpins much of the
economic success and rising living standards in the last century. None of it could have
been implemented without sophisticated control embedded in the overall manufac-
turing processes.

Control is essential to make complex systems consisting of many interacting subsystems
work well. For example such large scale engineered systems, as a telecommunication net-
work, the electrical power grid or a water, gas or oil distribution network can only func-
tion well because of control. In the electrical distribution network supply and demand are
constantly matched by regulating the frequency of the mains (either 50 or 60 Hz). The
quality of electricity service demands the appropriate regulation of the voltages in the
network. The internet relies fundamentally on feedback control for its stability and func-
tionality by throttling the supply of information packets from the sources (computers and
phones) so as to not exceed capacity on the communication lines. All chemical, food pro-
cessing plants, indeed all large scale manufacturing plants rely in a fundamental way on
control to deliver consistent product quality. A modern car could not possibly be assembled
without tight control of all the dimensions of the mechanical parts, manufactured across
a wide variety of different automotive part suppliers. A typical computer chip, manufac-
tured with nano meter precision, could not function without embedded control in its
circuitry that compensates for the imperfections of the manufacturing process.

Control and feedback are used to overcome the effects of disturbances, and the
inherent variability and uncertainty that occurs in all processing operations and raw
material properties.

In the engineered (as well as the natural) world control delivers benefits in terms of

� Complexity. Allowing one to build more complex systems as a collection of interact-
ing subsystems by ensuring that each subsystem behaves in a prescribed manner.

� Safety. Systems remain within operational limits, suffer less wear and tear and re-
quire less maintenance. Monitoring of system behavior essential for feedback en-
ables preventive maintenance.

� Efficiency. Systems are controlled to use less primary resources (energy, raw mate-
rials), and produce less waste products. Learning and adaptive control can fine tune
behavior to optimize for efficiency.

� Functionality. Systems behave more appropriately as unwanted behavior is sup-
pressed through feedback and control, or even more spectacular, unnatural or rare
behavior may become enabled and generic through feedback and control.

� Quality. Control produces more repeatable, and more stringently defined outcomes
in the face of unavoidable uncertainty and disturbances.
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All of these benefits are often translated into economic benefits or productivity gain
terms, so as to enable the justification of the investment in control and feedback. How
long is the pay back term for the envisaged investment in control? Pay back can either
be realized in terms of additional income generated per unit of cost, and/or a reduc-
tion of costs to realize the same income. In the process industry, control is often imple-
mented to realize savings in operating costs, but also to satisfy more stringent opera-
tional conditions, like minimal carbon footprint, or minimal environmental impact.
These can be achieved through a reduction in the use of raw materials, energy, by
improving the yield of the process, or by reducing the amount of waste materials and
pollution. Control and automation can be justified on the basis of increased plant
throughput by reducing the operational margins, without a need to invest in additional
plant capacity. Equally important is the use of control and feedback to improve prod-
uct quality and product uniformity, so as to command a better price in the market.
Control can also be justified by improving the agility of the manufacturing process,
and reducing its response time to changes in operation or product requirements.

We will elaborate on a few aspects.

11.3.1 Safety and Reliability

Typically the primary aim of a control system is to perform a control activity, that is
to generate the appropriate input signal to a given system so that the output satisfies
design requirements. As we have seen any control involves sensors to monitor the output,
to verify that the system performs appropriately, as well as actuators needed to act on
the plant. Typically these sensors and actuators allow for more than just the imple-
mentation of the immediate control objectives under normal plant operations, and
additional activities such as providing for safe(r) operations are invariably pursued:

� Learning. Monitoring the controlled system behavior enables the user to learn more
about the system and over time improve not only the control but also the safety
record of the system.

� Safety and maintenance. Sensors can provide the information on which to base
alarms, with which to identify or even predict a failure mode or emergency so that
preventive maintenance can be implemented.

� Fail safe. Actuators provide also the capacity to act under faulty conditions and to
avoid major disasters through a fail safe intervention strategy. Of course actuators
provide points of failure as well, as do sensors and the control computer itself. Re-
dundancy of actuators and sensors, as well as the computer servers that interpret
the data and compute the control actions, is the normal operational strategy to
safeguard against these failures in critical plant equipment.

� Adaptive behavior. In some systems the control and information structure (which
sensors and actuators are active, and how does the information flow from sensors
to actuators, and which computer algorithm is used) can be changed in response to
overall system requirements. Such ultimate flexibility is often difficult to exploit,
invariably poses challenging design problems (as the complexity of design increases
dramatically with the number of different information structures), but may be used
as an advantage in obtaining better operational conditions.

11.3  ·  Industrial Applications
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It is often the case that the actual computer code that implements the normal con-
trol operations of the plant is only a minuscule part of the entire computer code which
governs all modes of operation, including foreseeable emergencies and failure modes.
This is even the case in biology, where the part of the DNA that governs normal behav-
ior is only a minor fraction of the entire DNA, as indeed most of the DNA is devoted
to safeguarding functionality from reproduction errors.

There are only a few applications where safety is so critically important that it be-
comes the major driver for control. Aircraft auto-pilot flight control and the operation
of a nuclear power station are in this category. Notice that in both instances, it is still
a legal requirement to work with a human in the loop.

11.3.2 Energy, Material or Economic Efficiency

The purpose of control systems is typically to meet certain output specifications keep-
ing the system variables within the normal operational range. More often than not
there is sufficient freedom left in the process under these conditions to also pursue
efficiency from either an energy consumption or raw materials use point of view. If
not, one may consider and pursue a trade-off between efficiency on the one hand and
performance specifications on the other. For example the cost benefit in the reduction
of wasted energy and/or materials may justify a reduced income due to a lesser quality
manufactured product with a higher yield of acceptable product.

In the production of steel in a hot and cold rolling mill (as the one depicted in
Fig. 11.2), one may appreciate the tremendous amount of energy required to get to the
final uniformly thin steel sheet. Any improvement in the control of this process typi-
cally leads to energy savings, and reduction of wasted product. Similarly, most indus-
trial processes benefit from control through energy savings, reduction in the usage of
raw materials, and reduction in waste products.

Fig. 11.2. Steel rolling mill
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The irrigation example (Sect. 3.3) provides another illustration. The main driver for
automation is to deliver water on-demand where and when required by the farmer, as
this maximizes on-farm productivity. The other driver is to deliver water without spill-
age, so as to achieve maximum water efficiency. Where the cost of water is sufficiently
high, the latter will take precedence over on-demand water delivery. Indeed based on
purely economic rationalism, demand should be scheduled in function of the water
price so as to optimize overall productivity or economic return. It is this economically
moderated demand schedule that the control should implement. Moreover, without
the control and its associated information infrastructure, this objective is entirely elu-
sive. Nevertheless the social ramifications of this suggested water distribution strat-
egy based purely on economic considerations may be rather non-trivial and require
a substantial and appropriate policy framework as well.

11.3.3 Sustainability

At present the quest for a more sustainable operation, using less energy, or less raw
materials, and producing less waste is a major driver for innovation in industrial
systems. What matters is not only that the system performs as designed under
nominal conditions but that its operation is such that it has a minimal environmental
footprint.3

It is clear to us that control will be instrumental to achieve a more sustainable
way of working. Of course this requires investment: instrumentation, analysis and
design.

11.3.4 Better Use of Infrastructure

When a production system is not operating at an acceptable level, or is no longer com-
petitive in the market, one option is to abandon the process, and build an entirely new
production capacity. Nowadays, this is typically last resort and more often than not
such an investment is postponed till the present infrastructure has reached its end-of-
useful life. Until then, maintenance, and operational improvements of the existing in-
frastructure are cheaper options (actually most likely end-of-useful life may be de-
fined as the point in time where the latter options become more expensive than build-
ing the new infrastructure from ground zero).

Investing in maintenance and improved operations is very much a control approach
to system use. Normally this is the economic solution, as the cost of retrofitting or
upgrading a sophisticated control system is typically much less than that of replacing
the production system (not in the least because the latter will also require a sophisti-
cated control system). Moreover a sophisticated control system yields information about
the process behavior that identifies where investment in new infrastructure, or main-
tenance is the most beneficial from an overall economic point of view.

3 The first and second law of thermodynamics inform us that no process can avoid degrading the
environment. The total amount of energy in the universe is fixed (1st law), and any use necessarily
degrades its quality (2nd law).

11.3  ·  Industrial Applications
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The effectiveness of investing in (more sophisticated) control will depend largely
on how much room there is for improvement in exploiting the present plant behavior,
both from a technical as well as economic point of view. So, it should be considered:

� How efficient (from an energy and/or a material flow point of view) is the present
system? Is there enough room (in an economic or technical sense) for improve-
ment?

� How flexible is the infrastructure to allow for system behavioral changes? How ex-
pensive is it to adjust the infrastructure, or retrofit sensors and actuators, to enable
an improved economic return?

� How far is normal/desired system operation from the safety envelope? Is the best
plant behavior under control, and/or sufficiently repeatable to exploit the difference
between present operational conditions and the safety limit?

� How well is the plant known? Have we learned more about the plant since it was de-
signed to allow perhaps for new ways of operating the plant, even beyond it present
safety envelope?

11.3.5 Enabling Behavior

In some circumstances, plant and control design are integrated to achieve behavior that
is entirely unnatural (unstable, but not impossible) for the plant to exhibit without
control.

For example a forward swept wing ultrasonic aircraft is highly maneuverable but
unfortunately its flight is unstable, and cannot be piloted without computer assistance.
The slightest imbalance in lift between the wings destabilizes the flight path. It requires
constant feedback to accomplish a normal forward level flying condition. No human
pilot can fly such an aircraft without the intervention of an auto-pilot that constantly
adjusts the wings so as to maintain the desired flight path. The advantage in realizing
such an aircraft is of course unprecedented maneuverability and responsiveness. That
there is no such plane at present indicates that the design task is hard.

Similarly, and less dramatic, if a bicycle had the back wheel as the wheel influenced
by the steering (not a trivial mechanical exercise to complete) it would be rather dif-
ficult to ride the bike without falling. An autopilot, interpreting the desired human
steering command, and correcting the steering angle as required to maintain the de-
sired course can make all the difference.

A well-known example is the inverted pendulum. The natural position for a pen-
dulum is to hang as gravity demands, nevertheless, with some control and feedback
it is possible to maintain the pendulum balanced in the unnatural upward equi-
librium. The control problem we all learn to master: walking in the upright position,
rather than crawling on all fours. It is precisely this control task that makes it possible
to launch rockets into space. Rockets are indeed mechanically similar to an inverted
pendulum.

In biotechnology processes, high yield and high product quality are often mutually
exclusive apart from some naturally unstable equilibria. Control can drive a system to
this unstable equilibrium and maintain the process in this condition so as to achieve
the desired outcome of a high yield and high quality product.
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Feedback’s Economic Benefits

In the engineered world control and feedback deliver economic benefits that are
justified in terms of their capacity to deliver novel functionality by operating the
plant and/or processes close to their natural safety envelope or even in an open-
loop unstable situation.

In the latter case, the overall system operation and its safety is entirely dependent
on the control and plant subsystems interacting as designed.

More typically control delivers functionality in terms of allowing higher complexity,
greater safety and reliability as well as consistency of quality and efficiency.

11.3.6 Some Application Areas

It comes as no surprise that control is present in all industrial and agricultural activi-
ties, and more and more applications in the services-based economy rely on control
and feedback. The following list is by no means exhaustive, but provided to illustrate
somewhat the ubiquity of control and feedback in economy.

� Agricultural industry: micro-climate control in greenhouses, fertilization, irrigation
systems, land surface leveling, automated harvesters.

� Automotive industry: robotic assembly lines, quality control, standardization of au-
tomotive parts, software systems, computer assisted braking, computer controlled
traction, computer controlled stability, automated response to light conditions and
rain conditions, in-car climate control, in-car voice activated functionality, engine
control, exhaust and emission control, efficiency and fuel consumption control,
autopilot parallel parking functionality, and soon to come autopilot services driv-
ing passengers from A to B.

� Chemical and pharmaceutical manufacturing: regulating process parameters, prod-
uct yield optimization, satisfying safety requirements, minimization of energy con-
sumption, maximization of efficiency or throughput.

� Pulp and paper: control to minimize raw materials, water and energy input, control
to minimize waste products, control to improve the uniformity of paper quality,
preventive maintenance of plant equipment, improving longevity of plant equip-
ment, automated recycling of rejected paper, use of recycled paper in the material
stream, speed and force control of the paper mill, improving the throughput (in-
creasing speed without reducing quality).

� Electricity generation, transmission and production: control is essential to improve
emissions and fuel efficiency in generation, maintain electrical parameters (voltage
and frequency) within the preset range, and to improve grid size (national grids)
for safety and reliability (an acceptable electrical grid has an up-time of more than
99.9%). To improve the penetration of alternative and more sustainable electricity
generators (wind and solar) new control strategies will need to be developed as
distributed generation is very different from the present operational condition char-
acterized by distributed load and point generation. Control is also used to improve
transmission efficiency by appropriately matching electrical supply and electrical
demand.

11.3  ·  Industrial Applications
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� Banking and fund management: risk management or risk control of a portfolio,
exchange rate speculation, portfolio asset allocation and even credit card fraud are
approached using control and feedback ideas.

� Defence: unmanned vehicles executing autonomous missions of surveillance, air-
to-air and ground-to-air defensive response, smart missile control, self guided and
smart bombs, ship motion independent platforms for ballistic missiles, auto-pilot
landing of helicopters onto a ship, and sensor network surveillance.

� Disaster recovery: unmanned vehicles executing autonomous or supervised search and
rescue missions in situations too dangerous or too risky to deploy human rescue teams.

� Process re-engineering: such human and largely variable processes as passenger
throughput in an airport, queuing in banking and government service centers, or
even the triage of patients in a hospital can all be improved through the judicious
use of control and feedback ideas.

� Smart infrastructure: actively controlled suspensions of large buildings, sway mini-
mization of towers using water tanks and pumping to distribute water to minimize
movement, lift distribution based on usage patterns, tension rod control to mitigate
earthquake effects and distribute energy in an active manner in a building, people
activated lights and heating that is adjusted for heat load, seasons and usage pat-
terns, automatically shading windows, and motorway access control through price
based on traffic density.

11.4 Societal Risks

As control subsystems become more and more pervasive our engineered world de-
pends more and more on these control subsystems functioning properly. Failure in the
control subsystem often leads to failure of the entire system. That should not surprise
us. In modern medicine end-of-life is equated with (total) brain failure. The control
(sub)systems act indeed as the engineered analog of the nervous system.

All our infrastructure such as oil refineries, water supply networks, electricity genera-
tion and transport systems depend on effective and continually operational control sys-
tems. Moreover, increasingly they are even interdependent and even openly connected
through the internet or an intranet like communication infrastructure for monitoring,
accountability and even supervisory control. Supervisory control and data acquisition
(SCADA) systems are indeed common in all industrial control systems and they literarily
control the operation of our environment on which we depend to conduct our daily lives.

As far as these control systems are protected from misuse and external malicious
intrusion everything is fine, but unfortunately in general, no human engineered sys-
tem is totally secure. There are no total guarantees.

Moreover security and accountability are in this case increasingly difficult to bal-
ance. Special care has to be taken to achieve both, and again there are no fail proof
systems. We need to accept some risk. The trade-off between the benefits of pervasive
control (the internet of things that can deliver the most sustainable society), the open
availability of (selected and processed) information at different locations by a collec-
tion of different users (to provide the necessary checks and balances) and the inherent
risks associated with the abuse of this information must be reached and legislated, as
well as policed to ensure continuous safe operation of our engineered world.
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11.5 Comments and Further Reading

The role of adaptive control in hemodialysis is described in Sternby (1996). A rela-
tively up-to-date account of where bio-inspired feedback applied in hemodialysis is at
present is Santoro et al. (2008).

The enormous success of the cochlear implant, due to advances in signal process-
ing, feedback and microelectronics, but above all, due to the genius and tenacity of
Graeme Clark4 is described in Clark (2000).

Applications of robotics and haptic interfaces to train surgeons are pursued at a
number of places, see for example the MUVES project at

http://www.muves.unimelb.edu.au/

Active noise control or active noise cancellation is described in relatively simple
terms in Snyder (2000). It is a very pervasive technology.

The advent of domotics, home automation and ambient intelligence are apparent,
and a number of books discuss the trends or introduce you to the wonderful or not so
wonderful world of the robotic and the automated home (Soper 2005; Briere and Hurley
2007; Karwowski 2006).

It may come as a surprise, but backwheel steered bicycles have been around for a
while, at least since 1869, but as we know, there are not many on the road. A website
devoted to this amusing challenge is http://www.wannee.nl/hpv/abt/e-index.htm.

A brief history of control and feedback is found in at the beginning of Lewis (1992)
and Franklin et al. (2006), which are both popular texts introducing feedback control
to engineering students.

It appears that a history tracing the impact of feedback from the dawn of the indus-
trial revolution until today is waiting to be written.

An overview of how pervasive SCADA is, and what the modern vulnerabilities are
is presented in Shaw (2006). SCADA is also discussed in Lipták (1995). New standards
for wireless networking and control networking are still being developed, see for ex-
ample www.isa.org for more on standards in control and automation.

4 Clark, Graeme, 1935–, Australian pioneer of the multi-channel cochlear implant. Founding director
of the Bionic Ear Institute.

11.5  ·  Comments and Further Reading



Chapter 12

12.1 Introduction

Just from what we have seen so far, it transpires that the opportunities for feedback
and control to touch all aspects of our daily lives are truly immense. Moreover, it is also
true that we certainly have not yet exhausted neither theory nor innovation in control
and feedback. In this last chapter, some of the recent advances and promising trends
are sketched, allowing us to venture a glimpse into what may be. Certainly, we will have
overlooked many advances. Paraphrasing Abraham Lincoln, we have great hope for
the future of control, but realize all too well that our sight of the future is limited by
ourselves. Our final comments and examples are offered to simply keep our minds
open, and encourage us to participate and continue to share the joy of feedback.

This final chapter begins with advances in networked and distributed control, touch-
ing on ideas from cloud-computing and ambient intelligence. Next we look at automa-
tion, and in particular what robotics has to offer, an aspect of automation that we may
have underplayed in the book so far. The connection with artificial intelligence and agent-
based systems, topics of great research value in the computer science community is clear.
Finally we look at biomimetics, and the promise of designing and manufacturing with
biological systems just as we do now with electronics and mechanical systems.

12.2 From Analog Controllers to Distributed and Networked Control

The main idea of a control system is captured by Watt’s governor: a (mechanical) de-
vice that is attached to what we desire to control (the speed), operates continuously
(closing or opening the steam admission) so as to meet our objectives. In fact Watt’s
governor is often used as the symbol for the industrial revolution. Indeed, the steam
engine would not have worked without it, and without the steam engine there would
have been no industrial revolution. In some contexts, the governor is still seen as “ad-
vanced engineering”. Certainly, as control engineers we are fond of the governor, but
it is clearly a symbol of yesterday.

Today the controller is no longer a specific device devoted to perform a specific task.
Digital control is implemented through a simple piece of software, operating on a generic
computing unit. Any one control task shares the same physical resources (compute
capacity, communication capacity, memory capacity) with many other tasks, communi-
cation, other control, coordination, reporting, interface requirements and so on. More-
over, control systems are no longer collocated with the process they manage. Controlled
systems are distributed over space, and like the internet or a powergrid these systems can

A Look at the Future

With high hope for the future,
no prediction is ventured.

Abraham Lincoln
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expand over the entire globe, or even beyond as is the case in an unmanned space mission.
Just like actuators and sensors impose physical limits to what control can achieve, so do
the limited resources of computation and communication. Designing control over a dis-
tributed sensor/actuator network with distributed communication and computational
resources brings new challenges and opportunities. One of the fundamental challenges in
such systems is related to our notion of time. We measure time using clocks, clocks that
now are distributed over space, and hence there are many local versions of time and more
importantly there are many different notions of time all in the same system. How is this
all coordinated? How do we describe dynamics over multiple time axes, which perhaps
are conflicting at a global level (but locally in space consistent)? In this sense, we can find
analog time for local dynamics, periodic clocks (perhaps badly synchronized), and event-
based timing. Does it matter if there is no such thing as a universal time axis? Much of our
design tools are being adapted to deal with this very hybrid world, where in the end syn-
chronization only occurs through the exchange of marked events.

12.2.1 Embedded Control Systems

Already applications have emerged where control is fully distributed and totally inte-
grated in the process to be controlled. A modern day high density, nano-technology
computer chip or a modern car are nice examples of this trend.

Refer to Fig. 12.1. There is servo braking (even brake-by-wire), computer assisted
steering, traction control systems, active suspension, climate control, audio control and
sound equalization, car lights responding to ambient light, windscreen wipers respond-
ing to ambient conditions, invisible engine control, fuel efficiency and pollution con-
trol systems and the trusted cruise control. Some cars offer collision avoidance systems
and automated parallel parking. In some cities, cars communicate within a travel net-
work and their global positioning systems (GPS) are coordinated to avoid congestion
on the roads and produce in real time shortest travel time routes to your destination.

Fig. 12.1. A car with multiple distributed sensor



293

Really, why can your car not drive you home from work?
The control, computer and communication network infrastructure in a car is sub-

stantial. Already it may be viable to consider an internal wireless network rather than
a wired network, purely from a fuel efficiency point of view (less cables= less
weight=more fuel efficiency).

Even a cellular phone is a rather remarkable computer system, with enormous po-
tential in a control context. For example tracking all phones’, or tracking global posi-
tioning systems’ information, and linking it into a traffic network information system
could provide information about drive times, optimal routes, and in fact lead to a traf-
fic control system that could regulate the traffic lights, provide individual route advice,
change in real time speed limits (the potential exists to impose variable speed limits by
communicating with engine control units, or vary the access fees to the road on the basis
of whether or not the global advice is followed or not), and even schedule emergency
vehicles. Using such technology one could envisage a user pay system for road access
based on position information and driving behavior. There is an entire new discipline of
spatial information sciences being developed around spatially enabling services.

In such large scale applications, the constraints are a large part of the design. New
design questions are emerging on how should the available energy be used and distrib-
uted between sensors, actuators, communication, and computation? How much energy
is required to manage an entire city’s traffic network? How much more energy efficient
can an automated, feedback-based, traffic network be versus the present policy-based
or open-loop managed network?

Embedded control systems design requires the consideration of facts like

� the overall system will operate across many different modes, the various different
subsystems will each have their own local goals to meet, and some of these local
goals may even be competitive. Notions of global optimality vs local optimality and
local fairness (as in fair access to information, and other resources at the local level
in view of competition) will need to be addressed;

� the communication network must handle a variety of protocols and data. Moreover,
network management is a sub-task in the overall system management. Communica-
tions must be allowed to be broken and re-instated. The network topology is ad-hoc;

� some part of the system will fail, functionality must be guaranteed, there must a
graceful degradation of performance;

� available power and resource scheduling;
� share resources among many tasks, allow prioritization, and re-prioritization of tasks,

fairness and access to resources. (Fit for purpose, or maximize revenue?)
� the potential to adapt and learn is large;
� maintain security and safety, alert when problems emerge, or may emerge;
� systems should be allowed to grow, slowly expand, even contract as to meet demand.

An aspect of increasing importance for all such large scale control systems is how
does the system interface with the human society it is supposed to service? What is this
human interface? How do we interact with the technology? Issues of privacy and personal
security, the potential conflict between an individual’s rights and expectations versus the
rights and expectations of the society as a whole must be thoroughly considered.

12.2  ·  From Analog Controllers to Distributed and Networked Control
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12.2.2 Networked Control Systems

In networked control systems, each node in the network (later on we mention the
concept of an agent) is able to perform some activities and it has access to local re-
sources and most likely has local rules, and local goals. Coordination over the network
enables the realization of network wide goals. The scenario is illustrated in Fig. 12.2,
where only a small number of nodes has been identified, but the entire cloud can be
thought of as consisting of similar nodes.

The picture is as follows. Each process has its own local sensor and actuation sys-
tems, actually its own version of a network, which is in itself networked with the
amorphous cloud of networks. The term federated sensors and actuators is used to
describe the situation. The idea of a network of things then emerges: a network of
networks, and hence the potential for processes to share information, computational
resources, and hence the ability to collaborate. This in itself poses new control ques-
tions: how is collaboration, monitored, encouraged, guided?

Questions like who trusts who? appear. What do we gain by collaboration? What do
we loose? How is this internet of things working for society? A lot of research activity
is devoted to this.

From a control and feedback point of view the issues are, complexity which is aligned
with hierarchical model building and the degradation of the quality of information in
the network, in particular due to delays, missing and potentially conflicting informa-
tion as well as poorly timed information. This general information degradation is
countered by the plurality of sensors and increased redundancy so that soft sensing
can potentially overcome these problems. Data synchronization is a non-trivial prob-
lem in any such network.

This internet of things can be driven to the extreme. Imagine that your smart T-
shirt (your computer interface), and your hearing aid, your shoes and watch, as well as
the refrigerator at home and the milk bottles all participate in the internet. Imagina-
tion is free. Your vital signs are monitored, and your doctor provides advice that all is

Fig. 12.2. Networked Control Systems



295

well, but that a little more exercising is necessary. A new software for your hearing aid
will be installed to improve classical music perception, as you requested. Your attention
is drawn to your upcoming schedule of meetings, and that a few participants will be
late by about 10 minutes, as they are held up in traffic. You acknowledge. You open up
a communication with mum, discussing dinner, and the refrigerator (which is listening
in) intervenes informing you that you have run out of milk, which by the way is avail-
able from the shop just around the corner from where mum is now …

Such dreams lead us to the topic of cyber-physical systems.

12.2.3 Cyber-Physical Systems

A Cyber-Physical System can be defined as a system composed of sensors, actuators
and computing components interacting with the physical world in real-time. It has all
the characteristics of a distributed, resource-constrained, control system.

Direct information about the physical world is acquired through a number of local
devices, which are spatially distributed and are often of a heterogeneous nature. They
sense different things (temperature, light, speed, contact force, sound, chemicals), with
different accuracy and range and different sampling techniques (and presumably dif-
ferent clocks). On the other hand, the operation and performance requirements are
both local and global. Each element has its own objective but there are aggregate prop-
erties of the overall system. Thus, a cyber-physical system requires the integration of
this heterogeneous physical layer and a global decision and control network, operat-
ing through decentralized and distributed local sensing/actuation structures. One of
the great difficulties in a network of this kind is to interpret the sensor data, and even
identifying their correct chronological order can be a difficult task.

Applications and instances of cyber-physical systems emerge in many diverse tech-
nological areas, including utility networks, cars, aerospace, transportation networks,
telecommunication networks, environmental monitoring, biomedical and biological
systems (like a body network), as well as in defence systems.

Autonomous unmanned craft control systems are now capable of managing a
flock of autonomous unmanned aircraft/submarines/cars to execute a cooperative
task lasting from a few hours to days. All the autonomous vehicles in the flock
have local navigation, guidance, fault detection/recovery and data processing capa-
bilities. They collaborate through the exchange of data, in particular sharing sensor
information. Mission control optimizes trajectories to limit time and fuel, avoid
inclement ambient conditions, and maximize the utility of the mission. A cyber-
physical system should be able in the future to carry on the tasks assigned to it in a
changeable scenario. They will interact with other active or passive elements and
through feedback optimize the utility of their resources, for example enlarging
the life span. We have seen that feedback is a fantastic way to deal with process un-
certainty. But in this case, the uncertainty is extended to many other issues and in-
volves decisions about immediate goals, use of resources, agents to deal with or infor-
mation to process among many other.

In most (foreseen) scenarios we see autonomous elements (vehicles, robots, people) in-
teracting in unstructured environments receiving information from both on-board sensors
and networked sensors in the environment, exchanging data with other surrounding agents

12.2  ·  From Analog Controllers to Distributed and Networked Control
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and performing some predefined tasks. An ongoing project (PATH1) improves highway
utility by means of network coordinated driving of vehicles, as illustrated in Fig. 12.3. The
ideas behind Better Place, a company that targets the reduction of oil consumption in
transport, rely very much on feedback and control over networks to achieve their goal.

It is difficult to understand how to translate complex human intent into priorities
and physical actions even for a single cyber physical system interacting within a known
scenario, let alone with an unstructured one, full of competing priorities. Again in these
developments CCC (computing, communication and control) will need to come to-
gether in a more fundamental way than hitherto has been the case. Indeed in order to
realize Norbert Wiener’s original dream of cybernetics of true autonomy in the ma-
chine environment, a machine environment that interfaces seamlessly within a human
society, and indeed serves the latter, control needs much further development.

Among the main challenges in designing such cyber-physical systems we see:

� efficient, partial spatial-temporal-physical modeling of a system and estimating the
validity or uncertainty in and of such a model;

� selecting and optimizing relevant objectives, amongst a set of potentially incompat-
ible objectives;

� ensuring safety at a local and global level;
� coordination of local activities, to participate in global activities, within resource limits.

12.3 From Automatic Manipulators to Humanoid Robots

The industrial revolution, at the turn of the 18th century, freed humans and animals
from the most physically demanding activities, using the steam generator as the en-
gine of choice (see Fig. 8.1). The advent of computers in the middle of the 20th century
determined a tremendous advance in data processing, and started to relieve humans
from some mental activities, where the machine is faster, more reliable, and more
enduring. The relentless drive to minimize physical activities continues unabated, and
most repetitive actions are now supported or programmed into automated systems.

1 Partners for Advanced Transit in Highways, has got a number of developments in this direction, see
http://www.path.berkeley.edu/PATH/General/.

Fig. 12.3. Cars running in convoy at high speed
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The combination of powered systems with data processing and automation in manufac-
turing has been and still is one of the main drivers for feedback and control in engineering.
Robotic manipulators are a natural evolution in this line. As always the aim is to manu-
facture with greater speed, using less natural resources, less energy and power and yet
improve product quality. Assembly-disassembly activities are mostly automatized and some
industries, like car manufacturers, extensively use robots to cover all routine activities.

Robots provide greater flexibility in manufacturing cells, without sacrificing manufac-
turing speed and accuracy. They are particularly useful for highly repetitive tasks, where
human attention span quickly becomes a major issue. From a control viewpoint, robots
have provided new challenges to study. They are intrinsically non linear, as robot dynam-
ics can be described in a very elegant manner using an Euler-Lagrange formalism, mainly
due to links interactions, fast and complex, forcing us to deal with highly nonlinear system
analysis and synthesis. In the last years it has deserved a huge amount of research (Ortega
et al. 1998). Collaboration of many robots in a single manufacturing cell is quite common.

Nevertheless, despite their usefulness, and reliability, present day robots are as yet
not at a point of engineering evolution that you want one of them for doing the garden
work. Moreover, in comparison to humans, they are also quite expensive from an en-
ergy point of view.

12.3.1 The Humanoid Challenge

The quest to create a humanoid robot is well under way.
For example, the robot soccer challenge (RoboCup) is developing a team of autono-

mous robotic players able to beat the human world champions in a game of soccer,
using the official FIFA rules before 2100. This is a lofty goal which is perhaps even mis-
placed. As clearly once a robotic humanoid is developed that will play a game of soccer on
its own energy source, and has no mechanical or other capabilities that outperform a
human soccer player, and one that never trespasses the rules of the game, well then there
is no reason to believe that they indeed can win, or should win, unless there is a winning
strategy for soccer which is rather doubtful. The emphasis on no capabilities greater than
a human is ours to bring into focus the question about what does humanoid actually
mean? Once we can build human-looking robots, why would we stop at human capabili-
ties? A titanium frame will do nicely, thank you. Clearly some serious ethical questions
have to be addressed before we enter such an era of technological development. A little
closer to home, a simple robot to mow the lawns, that does not scare grandma, is friendly
with the dog, and knows the difference between a tulip and grass, and informs us when
it needs maintenance (but no more than once a year) would be great.

The real challenge here is the Turing test.2 It is very conceivable that machines and/or
robots will be able to pass for all practical purposes the Turing test this century. At this
time we will have the ability to interface with robots in a natural manner.

Will it really help to make Earth a better place? Perhaps we could start trying to live
in peace with ourselves and our neighbors before we learn to deal with robots as well?

2 Alan Turing describes this in his 1950 paper “Computing Machinery and Intelligence”. A machine
passes the Turing test if it is not possible for a human using everyday language as the interaction
medium to tell reliably the difference between a human or machine interactor.

12.3  ·  From Automatic Manipulators to Humanoid Robots
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12.3.2 Master-Slave Systems

Robotic systems that assist humans in search and rescue operations, or complete dif-
ficult surgery in remote places (like in a space mission) are clearly more within reach.
In fact there is no obvious impediment to develop robotic surgery to a degree of so-
phistication that is more reliable and more accurate than what could be performed by
human hands: in particular when micro-surgical equipment is involved. Up to now,
most of such activities are open-loop supervised with a human as the last element in
the loop. In this situation, it is the human whose actions are copied by the remote
machine as in a master-slave system, although due to intrinsic delays in tele-operation
and in order to achieve smooth motions a number of local actions are fully automated.
It will be a while before we see robots perform surgery at the mere command of a
medical doctor, or see an autonomous robotic search and rescue squad rescue people
from an earthquake devastated zone.

More in our immediate future, robotic hands, feet and legs will improve the quality
of life for many amputees. The main open issues relate to how to provide a natural
interface, so that the brain or nervous system can be seamlessly in control of the arti-
ficial limb.

12.4 Artificial Intelligence in Control

The development of autonomy in robotics as well as cyber-physical spaces leads natu-
rally to the research topic of artificial intelligence, a topic founded in earnest by Alan
Turing. This is an interesting development as the understanding of natural intelligence
was and still is one of the motivating quests of cybernetics.

In control this trend is seen in the pursuit of so-called intelligent control. The ter-
minology is unfortunate and somewhat controversial as it creates the impression that
other control approaches are perhaps not intelligent.

Ideas from Artificial Intelligence (AI), that is techniques based on machine learning
and machine reasoning, have proven useful both in theory and practical applications.
Machine learning has a significant body of work dealing with the notion of complexity,
which is very useful in understanding at least in principle the difference between what
is a tractable or a non-tractable problem. Machine learning approaches to both mod-
eling and control are under development. Successful applications have been reported
in particular in the control of processes that are poorly quantified, and where experi-
ence and qualitative descriptors play a dominant role.

Neural networks, fuzzy logic, expert systems, evolutionary computation are some of
the ideas developed in this general area of research. There are interesting results and
some nice niche achievements, but the theory and even the practice is still in its in-
fancy. It is fair to say that we have a long way to go before we have a computational
environment that exhibits flexible and reliable learning (that can summarize and struc-
ture experience) and autonomous decision making that can deal with unstructured
and novel environments.

Expert systems is one of the first developments in artificial intelligence. Using logic
reasoning and decision trees expert systems are able to solve a number of interesting
problems. They provide excellent tools in capturing human expertise in a systematic
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manner and can be used to assist human reasoning. For example the triage problem of
patients in a large scale emergency situation can be greatly assisted using an expert
system to guide less experienced health professionals. They are also often used in as-
sisting in the training of new staff, for example in training maintenance staff for com-
plex equipment, or in training staff through emergency processes where they are often
used in conjunction with simulated scenarios. The tools to capture human experience,
and build complex expert systems are still rather limited, and many of the original
research questions, in particular around automated reasoning and the discovery of
new knowledge remain largely unresolved.

Artificial neural networks have found significant application in modeling highly
nonlinear processes, in a compact manner. They are equally useful in fault diagnostics,
in particular when fault characteristics and alarm conditions depend on a highly non-
linear manner on a multiplicity of observed quantities. There is significant literature
dealing with the theory and application of artificial neural networks. The IEEE Neural
Network community defines its field of study as the theory, design, application and
development of biologically and linguistically motivated computational paradigms in-
volving neural networks, including connectionist systems, genetic algorithms, evolution-
ary programming, fuzzy systems, and hybrid intelligent systems in which these para-
digms are contained3.

Fuzzy logic or fuzzy systems, considered a branch of neural networks, were devel-
oped to deal with approximate knowledge, qualitative concepts and even contradictory
facts in a systematic way. Fuzzy systems make extensive use of set-theoretic notions,
and build on concepts of probability or possibility theory (which is particularly tuned
towards incomplete information), to represent uncertainty. Its intuitive approach has
attracted a lot of attention. Fuzzy logic ideas are used in such consumer items as wash-
ing machines, dish washers and video cameras to provide enhanced functionality.

Techniques to support learning, modeling and control in neural networks use ideas
from genetic algorithms and so-called evolutionary programming. At their core these
are essentially optimization approaches, specifically conceived to deal with a large
number of variables, exploiting a specific class of nonlinear models which are known
to have good universal approximation properties. At an intuitive level they borrow ideas
from biological evolution theory.

A good overview of the basic theory of machine learning placed within a context of
control and systems engineering can be found in Vidyasagar (1996).

Despite the plethora of applications and the progress made to date, artificial neural
network theory and practice is still far removed from the goal of delivering a truly
autonomous, artificial brain-like device capable of learning both in supervised and
unsupervised environments, able to reason and discover new knowledge. In our opin-
ion, this end-goal is not achievable without much more progress in unraveling the
functional structure of the human brain. From a device point of view, (super)computers
can already be constructed with a component count (a few 100 billion transistors is not
inconceivable) that rivals the cell count in a human brain. Moreover these electronic
devices can switch at a million times the speed our neural cells can fire, and in prin-

3 Quoted verbatim from the IEEE Transactions on Neural Networks www-site.

12.4  ·  Artificial Intelligence in Control
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ciple they can do this in a sustained fashion over a period spanning many years. Where
the electronic world is still well-behind is in raw input/output capacity (both multi-
plicity of sensors, as well as raw input bandwidth, which in the human brain can peak
at 1018 switch events per second, an estimate derived from the number of input syn-
apses into the cortex) and in the specifics of actually learning and storing knowledge.
Power consumption and packing density are other aspects where the physical differ-
ences between the artificial and human brain are immense, with the latter clearly a few
orders of magnitude ahead. There is a way to go, but it is not inconceivable with the
amount of research effort being devoted to understanding our brain. It is after all the
frontier of mental health that is challenging us most, and with a steady progress in
cloud computing and stream computing, we will see artificial brains with a capacity
and functionality like the human brain by the end of the 21st century.

12.4.1 Ambient Intelligence

The European Union IST Advisory Group report of 20034, defines “an Ambient Intel-
ligence Environment” as an infrastructure environment of sensors and actuators
overlayed with intelligent interfaces supported by computing and networking technol-
ogy that is embedded in everyday objects such as furniture, clothes, vehicles, roads
and even building materials, like insulation material, but even particles of decorative
substances like paint. Ambient intelligence envisages an information environment of
seamless computing, advanced networking technology and human interfaces. Such an
environment is aware of the specific characteristics of human presence and adapts
itself to the expectations of the users of that environment. It is capable of responding
intelligently to spoken or gestured indications of desire. One even envisages systems
that are capable of engaging in an intelligent dialogue with the users when the need
arises to reduce uncertainty or ambiguity. In general though, there is an expectation
that the users are entirely oblivious to the ambient intelligence.

In ambient intelligent environment research and development it is natural to focus
on the enabling technologies: capturing, transmitting and processing information. The
real advances are however in the way the system is able to interpret data and react. This
is control and feedback. Uncertainty, changing scenarios, conflicting and time-varying
goals as well as resource limitations will be some of the issues that must be dealt with.
The whole concept of autonomy and seamless interaction with humans begs for ques-
tions of safety and hierarchy as well as who actually is in control?

Ubiquitous computing, communication and control are the key ingredients with
which to implement ambient intelligence. An ambient intelligent environment is con-
sidered to be a step up in complexity from networked control systems, because of the
distributed nature of environment-human interaction. Nevertheless all the problems
that exist in the simpler networked control environment, with respect to spatial and
temporal time scales, degradation of information and coordination of resources exist
here too. Moreover, the computational resources required to interact with human voices,

4 ISTAG coordinates its information and communication technology research on behalf of the Euro-
pean Union ftp://ftp.cordis.europa.eu/pub/ist/docs/istag-ist2003-consolidated_report.pdf.
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gestures, and behavior more generally, presumably across a variety of languages and
cultures are for the present unimaginable outside a human society and even there we are
not doing too well either. If we cannot construct a socio-cultural environment that works
conflict free for humans, how do we expect to create one for humans and machines?

The idea of agents or (software) individuals, is being used as the way forward in
ambient intelligent environments.

12.4.2 Agents

An agent is an autonomous entity with limited knowledge of its environment, has a
capacity to react to this environment-based on a combination of predefined rules and
past information received from the environment, which includes possible interactions
with other agents in pursuit of a goal on behalf of a user, another agent, or itself.

This minimalist definition is rather general. As a consequence the class of agents is
perhaps hopelessly broad and includes all animal and plant life, but also such simple
devices as sensors and cars. Also an industrial organization and even the human soci-
ety considered as a whole can all be viewed as special instances of agents.

What is expected from an agent by acting in an intelligent way is to do what is
appropriate for its circumstances and its (present) goal, being flexible (adaptive) to
changing environments and changing directives, learning from experience, and mak-
ing appropriate selections based on the available information.

Multi-agent systems is an approach to adaptive control across a distributed system
rooted in computer science. It is one of the fastest growing and promising research
areas in computer science. Multi-Agent Systems constitute a very interesting approach
to deal with complex systems, either in a simulated or virtual environment but also to
control and maintain industrial environments.

A very interesting line of research has to do with the characterization of the behav-
ior that emerges from a collection of agents working together. The group behavior
even from a collection of very simple agents can be incredibly complex and powerful,
as for example borne out in such applications as flocking and follow-the-leader. A follow-
the-leader implementation, where each agent has to follow a leader (agent) is presented
in Fig. 12.4 consider the similarities with Fig. 12.3), here all the agents have the same
goal and they need to reach a consensus among them in that they have to achieve the

Fig. 12.4. A flock of birds (or hordes of devices?)

12.4  ·  Artificial Intelligence in Control
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same heading angles and maintain a safe separation distance. Simple feedback mecha-
nisms are at work, but our understanding of such dynamics is still rather primitive,
and there is a long way to go. One particular line of investigation is based on observing
herd behavior and flocking in the animal world. The simplicity of the rules that lead
to the fascinating behavior of schools of animals is truly remarkable and inspiring.

12.5 Systems and Biology

Life and nature have always been an inspiration for the creation of engineered systems.
Flight is inspired by birds. Certainly aircraft are by no means as elegant as birds, but

we learned to fly a lot faster and higher.
Velcro, invented by De Mestral, is based on a natural phenomenon of burs sticking

in clothes and hair.
The recent explosion in the quantitative study of biology, and the variety of detailed

mathematical models that become available describing nature from the sub-cellular
processes surrounding protein folding to entire organs present new opportunities and
challenges for systems engineering.

12.5.1 Bio-Systems Modeling

The issue in modeling biology is really one of scales.
Protein folding at the basis of cellular processes requires a quantum physical de-

scription of the behavior of atoms and forces, working on time scales of fempto sec-
onds 10−15, on a spatial scale measured in nano meter 10−9, whereas a typical human
being may have a life expectancy of around a billion seconds 109 and is measured in
meters. Modeling over 26 orders of magnitude in time, and 9 orders of magnitude in
space is extremely challenging.

From a feedback point of view, the question is really, when is it important to have
information at the nano scale level to effect the unit scale behavior? It is not conceiv-
able to maintain all nano scale information at the same level of accuracy on an ongoing
basis. Also our own experience indicates that it is not necessary in general, but when
does it matter to know?

Feedback may come to the rescue here. Think of the operational amplifier. Just as
high gain allows the decoupling of systems, so can scales be aggregated and summa-
rized in constitutive laws, that only need to be unraveled when necessary, and only
then. Successful examples of this philosophy are emerging, for example the compre-
hensive model of a human heart the so-called Auckland model at the University of
Auckland’s Bioengineering Institute lead by Professor Peter Hunter.

As successful models are at the basis of successful feedback design, there is a way to
go before we can commence design ab initio in this arena. One of the grand challenges
here is to develop a sufficient library of models, as well as a standard language to ex-
press these in, so that we can start building new models, but also start thinking about
synthesis with biological building blocks in the mix amongst engineered units. The
road ahead is in view, but we have just started. The ”in silico” cell or bacterium is still
a few years away. Development along these lines will require a truly world wide col-
laborative effort. It is well-worth the effort, as the potential is indeed enormous.
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12.5.2 Biomimetics

Lacking full models and understanding does not stop us from mimicking partial be-
havior and leveraging this in an engineered environment (think of submarines, air-
planes and velcro to name but a few objects).

To date the most successful biomimetic invention is most likely the digital audio
encoding standard called MP3. In the MP3 standard sound is much more compactly
represented than is traditionally the case in say the compact disk audio standard. The
latter uses the Nyquist-Shannon criterion to represent sound in a nearly exact manner.
MP3 however is a form of lossy compression, that is information is discarded during
the encoding. It is based on the simple observation that there is no need to record or
encode what our ears cannot hear. The MP3 sound is not the same as the sound that
was generated in the first place, but our ears cannot tell the difference. It is easy enough
to physically measure the difference, a microphone can hear the difference, but our
ears cannot. This is so-called psychoacoustic or perceptual coding. For music it is
perfectly acceptable to use MP3 encoding, but in other applications like acoustic diag-
nostics of helicopter gear boxes or acoustic diagnostics of the heart function lossy
compression will simply not do.

12.5.3 Bionics

Bionics, the interaction of mechanics, physics and electronics with biology, relies heavily
on feedback.

The bionic ear (Clark 2000), a multi-channel (around 20 electrodes at present is state
of the art) electric stimulation of the auditory nerve, would still be a dream if it had to
equal the stimulation (about 20 000 channels) of the healthy ear. The brain’s learning
ability, coupled with training (all forms of feedback) allow deaf people to lead practi-
cally normal lives using a device that has but the fraction of the stimulation capacity
of the normal ear. Using greater understanding of how the healthy auditory nerves are
stimulated (better models of the biology) further advances are expected in this tech-
nology, with the promise of substantially shortening the training phase.

There is not an organ in our body that is not targeted with some form of a spare part
technology. Most of these benefit from feedback and control ideas, as after all the body
parts they replace are performing their function because of feedback and control (in-
teracting with the rest of the body). Pace makers must react to physical activity, and the
artificial pancreas helps to regulate glucose in the body. Artificial hearts, lungs, stomach,
are all available in one form or another, and it is probably safe to predict that a whole
range of spare body parts will become available to assist us to live better and longer.

At present the interface between the artificial organ and the human body is still rather
crude. Great advances are anticipated if a biologically compatible interface with nerves
(control and command) and blood (for energy) could be created. Tapping into the ner-
vous system or its signals for command, feedback and control, and extracting energy from
glucose would make long lasting truly bio-engineered components. Again to realize this
dream we need better models of the biology, and a better understanding of creating in-
terfaces between biology and mechanical/electrical devices. The breakthrough we need is
to understand the code which is used to represent information on the nervous system.

12.5  ·  Systems and Biology
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12.5.4 Bio-Component Systems

Going a step further, it is possible to foresee a future where biological cells and sub-
cellular mechanisms will become integral parts of engineered systems. This requires
much further developments of quantitatively accurate models of cells and cellular
mechanisms, but conceptually from a systems engineering point of view there is no
barrier. A box in a block diagram has a behavior, and as long as that behavior is
characterized, it can be used for design. As soon as it can be interfaced (reliably) it
can be synthesized, once it can be manufactured reliably (also for this we may adopt
ideas from biology). So, given advances in systems biology (still a way to go), and
advances in biochemistry to produce reliable manufacturing processes that interface
with silicon (not trivial), and advances in software engineering (to deal with the
complexity) it is very conceivable that a new generation of engineers will work with
systems where silicon chips and cells and even organs are just some of the building
blocks they work with to design systems. The need for such hybrid technology is of
course to exploit the strengths of both fields: the extreme speed and stability of sili-
con, reliable and repeatable; combined with the energy frugal, and incredible sensi-
tivity of biological processes.

Imagine creating a brain-like computer that delivers 1015 operations per second
for less than 10 W of power (5 orders of magnitude better than present day comput-
ers) with the longevity, repeatability and accuracy of today’s silicon-based electronic
computers. With such devices, the Turing test will become a triviality.

12.5.5 Protein, and Nano-Scale Biochemical Engineering

Biochemical engineers are able to use cells and biology more generally as factories.
The vision is to create new molecules, new drug delivery mechanisms, or even repair
damaged tissue in situ in the body. Perhaps the technology could be developed to
grow a new organ, like repair the cochlear, rather than relying on a bionic one. It is
difficult to imagine what we can do when we understand biology to the extent that we
can fully program DNA, and are in principle able to create new life forms, or regen-
erate old ones.

These protein processes work at a molecular level within sub-cell factories, that
exploit molecular sensing, messaging and molecular feedback mechanisms that are
being unraveled. These are sure to open up new questions but more importantly bring
new understanding that we could use to implement feedback more effectively (using
less energy for example) in complex situations. The research and development work
in this area is truly fascinating, and promises access to a complexity of manufacturing
we can only dream of at present. Drug delivery mechanisms as shown in Fig. 12.5,
where the complexity of a protein and the shape of an “intelligent” tablet are shown.
In such developments, feedback and control are purely mitigated through biochemi-
cal processes.

Clearly the potential of such a technology is enormous, but it also poses some se-
rious ethical questions. Why stop at growing organs? Is it ethical to create an emo-
tion-free ε-class biologically grown robot, just because we can?
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Fig. 12.5. Comparing a protein with an engineered nano-tablet

12.6 Comments and Further Reading

Information about Embedded Control Systems, and the many research activities re-
lated to embedded control systems, can be found on the webpage of the project funded by
the European Union: Network of Excellence ARTIST2, www.artist-embedded.org/artist/.
An interesting and modern introduction to the topic of embedded systems is Vahid
and Givargis (2001).

Networked control systems is a very active research field at present. A www-site
devoted to providing an overview of the activities in this field is http://filer.case.edu/
org/ncs/basics.htm. A compilation that brings networked control and embedded con-
trol systems together is Hristu-Varsakelis and Levine (2005).

Ambient intelligence is discussed in some detail in Weber et al. (2005) and Remagnino
et al. (2005). The latter focuses in particular on the issue of the human-computer inter-
face. In general though, serious questions dealing with privacy, security and indeed
ethics must be raised (Ahonen and Wright 2008).

The quest for the humanoid robot team is described on RoboCupTM’s website
www.robocup.org. A theoretical overview of human-like biomechanical modeling and con-
trol rooted in an Euler-Langrange formalism can be found in Ivancevic and Ivancevic (2006).
A comprehensive simulation engine based on the ideas in this book has been developed.

The Turing test is explained in Turing (1992) and Moor (2003). The latter also reviews
a less ambitious but related idea and the associated Loebner prize. This Loebner prize, a
yearly competition in artificial intelligence, is described at www.loebner.net/Prizef/loebner-
prize.html. Turing laid the foundations of artificial intelligence. The conflux of systems
theory and artificial intelligence was really the motivation for Norbert Wiener’s cybernet-
ics (Wiener 1948, 1954). The ethical issues raised in the latter are more relevant today than
ever. The link between systems theory, cybernetics and artificial intelligence and more
general computer science with the human brain was laid by Von Neumann (1958).

The computer science of agents and multi-agents is presented in the classic Ferber
(1999) and more recently expanded in Shoham and Leyton-Brown (2009). Advances in
cloud computing and stream computing will play a significant role in this field.

12.6  ·  Comments and Further Reading
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Systems biology that feels like systems engineering, explaining ideas of feedforward
and feedback (though not quite in the systems language) is described in Alon (2007).
The number of texts in this rather young area is really astounding. The computational
and scaling issues we alluded are discussed in Kriete and Eils (2006). For a demonstra-
tion of what can be done in terms of multi-scale modeling, the impressive work by
Peter Hunter’s group in Auckland on the human heart is definitely worth a visit
www.bioeng.auckland.ac.nz. Creating interfaces with neurons, and interacting with the
brain more broadly is the field of neural engineering. Brain wave human-computer
interfaces, brain activated and controlled prostheses and a better understanding of brain
behavior are part of the rich field of neural engineering. A text that brings control and
feedback together with neuroscience is Eliasmith and Anderson (2004).

Bionics and more in particular biomimetics is the topic of Bar-Cohen (2006). The
bionic ear story is told in Clark (2000).

Within this context of the future of systems engineering, control and feedback, it is
worth reading Holton (1998), and remember that no true advance can be made with-
out accepting the responsibility of one’s actions.
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