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[1]

 IT’S NOT RATIONAL

The most merciful thing in the world, I think, is the inability of the 
human mind to correlate all its contents. We live on a placid island 
of ignorance in the midst of black seas of infinity, and it was not 
meant that we should voyage far. The sciences, each straining in 
its own direction, have hitherto harmed us little; but some day the 
piecing together of dissociated knowledge will open up such ter-
rifying vistas of reality, and of our frightful position therein, that 
we shall either go mad from the revelation or flee from the deadly 
light into the peace and safety of a new dark age.

H. P. Lovecraft, “The Call of Cthulhu,” 1928

This book is mostly concerned with the history of economics; 
but we would like to suggest at the outset that it also describes 
a cultural rupture of far larger import. To a first approximation, 
it explores how economists changed what it meant within their 
discipline to claim to “know something,” and consequently to lay 
claim to a special kind of expertise at the dawn of the twenty- first 
century. But this did not happen in a vacuum. Not to sugar- coat 
what might be a somewhat unpalatable assertion, what it meant 
to “know the truth” changed dramatically and irreversibly after 
World War II. In saying this, we are not engaging in the usual 
hand- wringing concerning postmodernism and cultural relativ-
ism that pundits have bewailed from the 1990s onwards. After all, 
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distancing oneself from the truth claims made by historical pro-
tagonists is just something all good historians do; there is noth-
ing that especially is distinctive or scandalous about agnosticism 
in the modern era. Rather, our concern in this book is with the 
postwar changes in the perceived validation of the truth mediated 
by the rise of “information” in the social sciences, and especially 
in economics. The truth, as conceived by modern economists, 
has not set anyone free. Instead, it brought about the death of 
the Kantian subject, and a subsequent lifeworld hollowed out the 
humanist concerns that many people mistakenly think are the 
heart and soul of a science of economics.

WHAT IS TRUTH IN ECONOMICS?

Loose talk about “truth” is bound to make most people, and many 
economists, skittish in the extreme. Talk about “information,” by 
contrast, would seem far less threatening; and rest assured, most 
of this book will be couched in the more soothing idiom of “infor-
mation” because that is how our protagonists preferred it. But we 
would be shirking our duty to the reader if we did not admit that 
just beneath the surface of our narrative lurks the suspicion that 
the surfeit of talk about information serves to obscure something 
more essential, which for purposes of this introduction we will 
intermittently call “knowledge,” or more brutally, Truth. Given that 
the history which follows will present us with the most variegated 
conceptions of what it means to “know” something in economics, a 
few preliminary observations about our own philosophical position 
might be in order.

The postwar worry about truth in economics kicks off with a 
relatively famous 1940 article by Chicago economist Frank Knight 
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entitled, appropriately, “What Is Truth in Economics?” Knight 
wanted to get his peers to think a bit harder about what they rather 
cavalierly would endorse as Truth.1 One major concern for Knight 
was the suspicion that “liberalism” might suffer from debilitating 
internal contradictions, such as the incompatibility of the search for 
Truth and commitment to a freedom for anyone to think what he or 
she likes. Back then, Knight was fighting a losing rear- guard battle 
against the rising tide of logical positivists of the era; he feared a 
situation where “truth is merely a game in which the players are free 
to make any rules they please.”2 Reading his paper now, it beggars 
the imagination that anything nearly so philosophically self- critical 
could ever be published in the Journal of Political Economy these 
days. One reason for this reversal is that modern economists appear 
no longer capable of hard thinking about the nature of Truth; the 
best they can manage at Chicago, it seems, is to argue that “good 
economists” enjoy a high degree of consensus about economic mat-
ters when responding to questionnaires, so not to worry.

To illustrate this, we seek to briefly contrast the bygone Chicago 
of Frank Knight with the contemporary Chicago of Luigi Zingales 
and collaborators, who in 2013 published an article compar-
ing the responses of forty- one faculty at a very few high- ranked 
U.S.  research universities, with a sample of U.S.  households con-
ducted by the Chicago Booth Financial Trust Index project. Their 
headline was that there subsisted remarkable consensus among 
their sample of economists, but not with their sample of the lay 
public. Zingales and co- author Paola Sapienza reported a striking 
thirty- five percentage point gap, on average, between the econo-
mists’ beliefs and the public. For example, about three out of four of 
the general public respondents said that a “Buy American” policy is 
good for manufacturing employment, while only 11 percent of eco-
nomic experts agree. Nearly all the economists queried avowed that 
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the North American Free Trade Agreement (NAFTA) has helped 
Americans prosper, but only half of respondents to the Booth sur-
vey thought so. Zingales seemed loathe to admit that the credibility 
of the economics profession may have suffered somewhat following 
the global economic crisis, still fresh in the minds of his interlocu-
tors, and this might account for the gap.

This paper in a modern idiom is wildly popular in the economics 
literature these days, because it reinforces the orthodox self- image of 
the economist. First off, there is the extraordinary conviction that all 
“real economists of sound instincts” essentially agree on everything, 
when in fact what actually happens is that boundaries of orthodoxy 
are continuously being policed by a few economists located at a few 
top- ranked departments; it follows that their hand- picked peers are 
effectively self- selected for consilience; and thus appeals to consen-
sus turn out to be effectively tautologies. Even Frank Knight knew 
that reliance on consensus was the lazy man’s definition of Truth. 
But second, there lurks a barely repressed contempt for the beliefs 
and opinions of the general public. Once upon a time, it was permis-
sible to presume economic agents were pretty smart, and therefore 
of sound mind; but no longer. This curious about- face within the 
modern economics profession is one of the major themes of the 
present volume. The mid- century Walrasian orthodoxy came clad 
with all sorts of “welfare theorems” that insisted markets always and 
everywhere gave the people what they wanted; but as the “informa-
tion” revolution began to suggest that market participants didn’t 
really know very well what they wanted, then for the first time in his-
tory, economists began to assert their competence to “design” mar-
kets, with the objective of giving people what economists believed 
they should want.

This turns out to be something of far greater import than some 
passing dalliance with mere abstract epistemology: as it happened, 
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it underpins the very politics of the modern profession. One expla-
nation for economists’ recurrent tendency not to trust democracy, 
for instance, is that they suspect the man in the street is an epistemic 
shambles; in their estimation, economists therefore deserve to be 
respected as experts in knowledge, because their training encour-
ages them to approach the reasoning of the layperson with a cold 
jaundiced eye. By contrast with economists’ perception of their own 
situation of purported unanimity, any consensus they happen to find 
among the unwashed is no index of anything whatsoever.

Modern economists love this self- portrayal of their blessed sta-
tus of epistemic expertise, but it is false in every respect. All you 
have to do is read the newspapers to realize individual economists 
have been persistently at each other’s throats; the recent crisis 
merely brought this situation closer to consciousness for the pub-
lic.3 If there is widespread adherence to some doctrines among 
economists, that fealty tends to be more in the nature of ceremonial 
obeisance than carefully considered conviction.

Let us point to just one example, to prepare the ground for our 
history. All economists believe in the “laws of supply and demand,” 
right? Every parrot and TV reporter blandly repeats it as gospel 
truth. But those who have some appreciation for the history of eco-
nomic theory, and especially regarding the Sonnenschein/ Mantel/ 
Debreu theorems, which you can find in many graduate microeco-
nomic textbooks, are also aware that those theorems essentially 
obviate the existence of any single valued smooth demand curve. 
We do not aim to provide a history of the SMD theorems in this 
book, because it wanders a bit far from our mandate.4 All we want 
to suggest here is that neoclassical economists have been known to 
subscribe to contradictory propositions that demand curves both 
do and do not exist, simultaneously. Epistemic flexibility goes with 
the territory.
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There is a hermeneutic attitude that will prove conducive to 
apprehension of our history: the precept we are suggesting is that 
economists nowadays possess a rather louche attitude toward 
truth. We do not approach this current history as an occasion for 
rabid “gotcha” exercises against the veridically challenged; rather, 
we want to ask: What sort of profession treats payments on the side 
and conflicts of interest as essentially harmless, as Gerry Epstein 
and George DeMartino have documented, and considers a code 
of ethics as something only other lesser mortals may need? What 
sort of person denies economics is an agonistic field? What kind 
of orthodoxy seems comfortable with characterizing the human 
subjects of their prognostications as “mindless”?5 What can it 
imply when a recent winner of the prestigious John Bates Clark 
Medal writes, “in the context of a persuasion game, so long as there 
is one provider of information in every state of nature that would 
prefer for consumers to have accurate beliefs, the truth will always 
be revealed to a consumer to access with reports from all provid-
ers”?6 What sort of intellectual revels in the notion that he will 
never suffer anything more than fleeting transient embarrassment 
(because the public has a notoriously short memory) for state-
ments of dubious veracity, confident no one will ever fire him for 
incompetence from a central bank, nor shut down his university 
economics department as a cost- saving measure, nor force him to 
run the gauntlet of a public shaming exercise? Or, with more direct 
reference to the topic at hand in this volume, what can it mean 
for some economist comfortably ensconced at the Institute for 
Advanced Study in Princeton to write, “Ideas are strangely absent 
from modern models of political economy.”7 In other words, we 
aim to echo Frank Knight’s original query: What is truth in mod-
ern economics?

The answer deserves something approaching the measured 
philosophical and self- critical consideration of a Knight, something 
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which does not sit well in contemporary discussions of economics. 
While we shall not engage in much in the way of explicit philoso-
phizing in this volume, we shall describe in subsequent chapters 
how cultural trends and scientific developments helped usher the 
economics profession from a period right after World War II— 
when there was great uncertainty about what, if anything, they 
were capable of saying with confidence about information, knowl-
edge, and truth— into the modern situation, which has converged 
on a very peculiar set of epistemic doctrines. The main task of this 
volume is to explain how we got from there to here.

Let us oversimplify, in the interests of inviting the reader to 
sample our subsequent chapters. For orthodox economists today, 
truth is not a matter of morality, nor of individual standards of 
veracity, nor even coherence with some simplistic notion of the 
scientific method. For the orthodox economist, core doctrine dic-
tates that truth is the output of the greatest information processor 
known to humankind— namely, The Market. From the efficient 
markets hypothesis to Nash equilibrium in game theory, to ratio-
nal expectations macroeconomics to the multiple schools of mar-
ket design, the twenty- first- century economist testifies over and 
over again that it is The Market alone that effectively winnows and 
validates the truth from a glut of information. The hapless agent 
may or may not have ambitious epistemic pretensions; so- called 
behavioral economics preaches that the agent is beset with biases 
and lapses of attention; but the wise market participant always 
defers to the pronouncements of the market. Paraphrasing econ-
omist and Mont Pèlerin Society8 member Robert Barro, as long 
as they keep paying us, we must be right.9 Pelf makes right, not 
might.

Yet it is the next step in the syllogism that has turned out to be 
truly novel. If markets indeed validate truth, then the cadre that 
gets to construct the markets gets the final say on the nature of 



T H E K N OW L ED G E W E H AV E LO ST I N  I N F O R M AT I O N

8

truth. The visible hand that fashions the auction believes it can gov-
ern the world.

TALES OF RATIOCINATION

It will probably come as no surprise that we personally do not 
accept the economist’s imprimatur of The Market as the final solu-
tion to the age- old problem of “What is Truth?” Thus do we owe 
the reader some brief cursory indications of the alternative stance 
toward truth that governs our principles of selection in this history. 
Contrary to academic expectations, it may be helpful to note we do 
not fall back on the Philosophy 101 version of “justified true belief ” 
as the bedrock for our various narrative choices in this history of 
“information.”10 It strikes us that the pertinent organizing princi-
ples are not timeless monolithic criteria such as those often cham-
pioned in Philosophy 101 but, rather, they involve acknowledgment 
that epistemology has meant different things to different groups in 
intellectual history.

Perhaps the type of philosophical rupture we have in mind 
bears a family resemblance to the notion of parrhēsia, the topic of 
Michel Foucault’s last lectures.11 He defined the term as the analy-
sis of practices of telling the truth about oneself; what makes that 
intersect with our current concerns is that he also proposes that the 
notion of parrhēsia was “originally rooted in political practice and 
the problematization of democracy, then later diverging towards 
the sphere of personal ethics and the formation of the moral sub-
ject” (2011, p.  8). While Foucault certainly did not entertain any 
parallel equivalent modern rupture back in 1984— there is only 
so much prescience one can attribute to Foucault, even given his 
well- known foresight concerning neoliberalism— here we are 
intent upon stressing the inescapable connection of politics and 
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skepticism about democracy in which the modern transformation 
of truth is deeply rooted. In short, whereas Foucault was mostly 
intent upon comparing Greek thought to the later Christian and 
Cynical developments concerning care of the self, we are instead 
fascinated with the ways a seemingly technical neutral notion like 
“information” has been slowly changing what it means to “know 
something” and by the twenty- first century has undermined liberal 
secular notions of democracy and Kantian notions of the ethical 
self. Hence, we are open to the possibility the history we proffer 
here shares certain Foucauvian ambitions with regard to “genealo-
gies”:  to clarify how that might work, let us dally briefly with the 
genre of detective stories.

The metamorphosis of the detective/ spy in modern litera-
ture is not often something the average economist takes time out 
to contemplate. 12 A  little reflection would nevertheless reveal 
that the “classical” detective tended to be portrayed as a super- 
intelligent (if a bit quirky) soul who would pick up on the little 
clues everyone else— and especially the plodding copper— would 
overlook. From Conan Doyle’s Sherlock Holmes to John Buchan’s 
Richard Hannay in the twentieth century, it was the burden of 
the superior individual to piece together the shards of history so 
as to arrive at the truth concerning guilt or innocence. The same 
went for spies, from Dashiell Hammett’s Continental Op to Ian 
Fleming’s James Bond. The reader went along for the ride, with 
the game being to see if you could outguess the gumshoe or spook 
as to whodunit before the story came to its conclusion. But the 
superhuman feats of ratiocination began to lose their luster by the 
middle of the twentieth century, to be replaced by a different sort 
of spy narrative.

As Rob Horning (2012) reminds us, a curiously different sort 
of spy popped up in literature around that time. He cites the work 
of Eric Ambler— Epitaph for a Spy (1938), Cause for Alarm (1938), 



T H E K N OW L ED G E W E H AV E LO ST I N  I N F O R M AT I O N

10

Journey into Fear (1940)— as a harbinger of this trend. To quote 
Horning:

All of them feature ordinary, slightly disreputable men who 
more or less inadvertently end up in the middle of interna-
tional security conspiracies, accused of crimes they hadn’t 
known they committed, fleeing corrupt and/ or incompetent 
police, or working in coordination with other foreign agents 
whose trustworthiness remains undecidable… . The 1930s 
brought the kind of war in which every member of society was 
indiscriminately targeted for death from above. This would 
provoke a climate of militant prudence and ambient mistrust 
in which, say, British citizens were expected to destroy any 
household maps and falsify local signage to confuse expected 
invaders.

Ambler’s novels reflect this growing anxiety over protect-
ing information, brought on both by technological develop-
ments that made it easier to disseminate information and by 
the entangled complexity that dispersed relevant data across 
a broader populace. In Epitaph for a Spy, the protagonist’s 
mere possession of a camera embroils him in an intelligence 
investigation and he is forced to scheme how to out a for-
eign agent. Cause for Alarm centers on a machine- company 
sales rep who finds himself with access to sensitive arma-
ment data. Graham, the hero of Journey into Fear, is targeted 
for assassination because his engineering work makes him 
know too much when war breaks out. Ambler’s protagonists 
rarely know that they know something important; the news 
is generally broken to them through a violent attack or an 
arrest. They then learn they have become intelligence agents 
against their will— they have become the unwitting conduit 
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of vital knowledge that can be transmitted through them 
without their being capable of understanding its broader 
importance.13

“Intelligence agents against their will”— what an apt turn 
of phrase! Instead of possessing some special transcendental 
capacity to discern the truth which renders them an ideal spy, 
the new model protagonist is a schlub who comes equipped with 
little more than mediocre intelligence, but is nonetheless thrust 
into a whirlwind of deception and secrets. The basic plot point 
is intended to induce vertigo: you, the protagonist, have no idea 
what you are doing, but no one but you are able to do this. The 
leading man’s meager moiety of information seems insignificant, 
but opens a crack to view an unseen world, such that he is caught 
up in forces beyond his ken which render that information (and 
therefore his life) so critical that the protagonist must risk every-
thing. The meaning and significance of his appointed task may 
not always become fully apparent to the bumbling protagonist, 
but shadowy players and obscure forces recruit them as unwitting 
conduits for history.

Michael Chabon nicely summarizes the standard plot skeleton:

At first the problem sounds manageable. The sleuth agrees to 
look into it, make a call, drop in on someone. In the end, after 
many neighborhoods and social strata (always coextensive in 
a private- eye novel) have been traversed and visited, and after 
a vivid array of toughs, losers, and the occasional innocent has 
been plotted along intersecting axes of power, money, and lust, 
the original problem turns out to go much deeper, and much 
higher, than the sleuth or the reader reckoned. That original 
problem was only a loose thread, it turns out, and when the 
sleuth tugs on it the world unravels.14
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The place and perspective of the reader are clearly different with the 
onset of this new genre. In most cases, the question of whodunit is 
not really all that important; indeed, that might be revealed at any 
juncture in the narrative. Anyway, there is no great thrill in outguess-
ing a stumblebum. Some key facts might come to light in the course 
of events; but equally, cabals and connivance are rarely wrapped up 
in a tidy package at the end. The thrill for the reader seems to come 
in imagining being caught up in something of world- historical sig-
nificance that he or she had previously never suspected: you, too, 
could become a “secret agent” by being in the wrong place at the 
right time. Suddenly, any nondescript bush- leaguer can make a dif-
ference. The mediocre cog is elevated by Providence, or maybe just 
the hand of history. We all avowedly profess to believe in the agency 
of the individual, which would imply that we judge personal choices 
with respect to outcomes; but the truth of the late modern detective 
novel is that stark and simple causal chains are denied to most of us. 
Insights of lasting consequence come out of left field, unheralded 
and unbidden.15

What makes Horning’s thesis so striking is that he notices two 
things about the rupture in spy novels that turn out to be absolutely 
central to the history of economics we recount herein: one has to do 
with the technical aspects of information, and the other with poli-
tics. We quote Horning on the first point:

The spylike pursuit of information rather than knowledge 
makes us function less as thinkers than processors, personal 
computers— and inefficient, low- powered ones at that. We are 
not the subjects who know things or intentionally produce 
knowledge; we are instead means of circulation— objects 
through which information passes with more or less noise in 
the signal. We become not only part of a network but part of 
a circuit. We are pawns in a larger game, “a fly caught in the 
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cog- wheels” as Vandassy, the narrator of Epitaph for a Spy, 
puts it.16

This information, this elusive something which we somehow 
possess while not quite understanding it, has indeed become a 
hallmark of the modern predicament. Rather than believing that 
the “truth shall set us free,” we now suspect rather that the truth, 
if it be such, keeps us in our place. Since we agents are no longer 
expected to be able to comprehensively validate information, or 
recognize its worth, it takes on an aura of existence independent of 
what we think about it. With some nudging from the computer, this 
has been made manifest in the contemporary phenomenon of an 
alienated information— something that takes on a life of its own, 
a hypostasized entity that has its own dimensions and metrics. The 
best we can hope for is to sneak up on it, like a spy, and catch it in 
flagrante delicto.

And then there is the political point. Horning makes the astute 
observation that this inversion of the spy story did not come out of 
the clear blue, but tracked an important change in political theory. 
He perceptively cites the work of Friedrich Hayek, who at the very 
same time was describing an economic protagonist who only pos-
sessed partial and incomplete knowledge of the economy but was 
co- opted into the larger conspiracy of The Market to pursue ends 
about which he was only vaguely aware. People were not blazingly 
rational, said Hayek, but they possessed limited cognitive abilities. 
Information was being shuttled hither and yon behind the backs of 
traders; they only glimpsed the flash and gleam out of the corners 
of their eyes. Government was just another of the shadowy forces 
pushing the dim individual from pillar to post; the argument against 
the cold war enemy was that he would not acquiesce to the ineffable 
wisdom of The Market; and infected with hubris, he could never 
know that he was badly mistaken. Big organizations everywhere 
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were lurching around in the dark; people risked becoming cogs in 
an inhuman machine. “Agents” in orthodox models of economics 
were thus being repurposed as spies in the House of Gov; someday 
a real revolution would eject all those misguided souls from gov-
ernment who believed they could control the tides of history, or so 
said Hayek.

Once we observe how human agency became diminished in 
the modern spy novel, as information becomes reified and hypos-
tasized, it comes as a shock to realize the same thing has happened 
in neoliberal political theory, and then, with a lag, also in econom-
ics.17 Economic agents were getting lost in the Big Forces that 
swirled all about them. Democracy was no longer considered the 
bulwark of progress in both instances, because the little guy might 
not be depended upon to do the right thing in dire circumstances. 
Governments were portrayed as risible attempts to control the 
ever- ramifying conspiracies of citizens; faceless bureaucrats never 
were capable of understanding the real meaning of events until it 
was too late. Only The Market knew for sure. And what it knew  
was “information.”

TINKER, TAILOR, SOLDIER, ECONOMIST

The history of economic thought often finds itself nostalgic for 
the older spy genres, as though the culture had never moved on. 
If the economic agent might seem to have become a little addled, 
in the orthodox frame- tale the neoclassical economist never suc-
cumbs to similar disorientation. An older, and still very popular, 
mode of recounting the saga of economics is constructed around 
hagiographic tributes to inscrutable geniuses, who see their way to 
truths denied to others, largely by dint of their own exquisite per-
ception and superior intelligence. They are the Sherlock Holmeses 
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of social thought, the detectives of pecuniary life, making connec-
tions in a manner that runs rings around the plodding proponents 
of pre- modern economics, not to mention the other social sciences. 
Deductions lead cleanly from one to another, in lockstep. However 
popular for ceremonial public purposes (like Bank of Sweden 
award lectures), these narratives exude a fusty outmoded air and 
stifle narrative drive with complacency.

This is not the way we opt to tell the story of modern econom-
ics. Instead, we endorse the newer breed of intelligence agents as 
dramatis personae, and consequently approach the protagonists 
in their often clueless states, touched by forces beyond their ken, 
recruited to be undercover proponents of a New World of informa-
tion in economics. We believe the rise of information as an organiz-
ing principle for understanding the economy and politics was first 
and foremost a cultural phenomenon, stretching from the natural 
sciences to economics to, yes, spy stories. Economists could no 
more evade the tendencies that swept them along than they could 
declare themselves independent of the stochastic worldview or the 
triumph of abstraction in the arts. But this would imply that the 
history of economics was not solely or even primarily the working 
through of logical implications of some abstract mother- structures 
of economic life, such as, say, the Arrow- Debreu model of general 
equilibrium, or the Euler equations of intertemporal optimization. 
As information swept through the discipline, economists could not 
altogether escape the cognitive challenges that they were blithely 
projecting onto their models of agency.

Those who seek to reinforce the older- style histories have 
struggled to come up with adequate categories to encompass 
the blooming, buzzing confusion over the profusion of exer-
cises that call themselves the economics of information and/ 
or knowledge. One recent example, by Samuli Leppälä (2015), 
seeks to divide the theoretical endeavors into those concerned 
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with “technological knowledge” and those concerned with “mar-
ket knowledge.” We don’t really think the distinction is histori-
cally or logically tenable, although we do have some idea of what 
he means in attempting this. It has certainly been the case that 
there has grown up a large literature concerned with something 
called “technological change,” which of necessity occurs at a more 
macro level, bound up with abstract production functions and 
growth theory. Another separate, but massive literature tends 
to approach questions of knowledge and information at a more 
“individual” level, often traveling under such rubrics as “decision 
theory” or the “economics of information,” and is more explicitly 
tied to neoclassical microeconomics. The trouble with treating 
them separately is that broad conceptions of the analytical char-
acter of information have tended to move in tandem through both 
areas during the postwar era— and that evolution is the story we 
tell in this volume. Nevertheless, it is certainly true that the for-
mer class of theories often become tangled up in images of what 
Science really is, and the putative lessons of Nature for grounding 
the Economy. Since one of us has covered this particular history 
in some previous work,18 we shall in this volume tend to give con-
cepts of “technological change” short shrift, in favor of questions 
of epistemology in microeconomics.

The reader will thus encounter herein a very different sort of his-
tory than has been conventionally on offer when it comes to contem-
plation of economics in retrospect. Not only will we avoid the usual 
reduction of economic thought to personal genius and its travail, 
but we shall also invert the usual strategies of writing the history of 
modern microeconomics. For decades now, it seems almost obliga-
tory that, once students have learned a smattering of neoclassical 
price theory, they become convinced of the banality that micro-
economics is really about the formal consequences of “rationality.” 
More often than not, this leads to interminable arguments over 



I T ’S  N OT R AT I O N A L

17

whether people are really “rational” or not, something concerning 
which apparently everyone feels fully qualified and capable of hav-
ing an opinion. Rather than engage in caricature, let us sample an 
exemplary instance, hot off the blogs:

Neoliberalism died in 2008 with the cratering of the global 
economy. With support from their sponsors at the Royal 
Society of Arts’ ‘Social Brain Unit’, the signal was loud and 
clear:  Today, new advances in ‘behavioural economics’ and 
‘neuroeconomics’ drawing on the ‘interdisciplinary’ ‘pluralis-
tic’ insights of evolutionary psychology, bio- anthropology and 
cognitive science point the way to the future.

Forget those idiotic economists who think everyone is 
rational! Haven’t you ever seen a TED talk? Harvard psy-
chologist Steven Pinker says we have ended violence thanks to 
landmark discoveries which point to our ‘hardwired’ irratio-
nalities! The future* of economics and public policy lies in the 
discovery of these biological characteristics implanted when 
our ancestors were running away from a sabre- toothed tiger on 
the African savannah.

Neoliberalism and public choice? Forget about it. Who even needs 
choice when there’s no rationality?19

This impression of the “great liberation” of neoclassical ortho-
doxy from Homo economicus is one of the stranger consequences of 
the triumph of “information” in modern economics. Ominously, 
similar sorts of sentiments govern much modern historical work 
on the intellectual lineage of twentieth- century microeconomics, 
albeit at a much higher level of sophistication. Back when we set 
out to research the history of information in economics, most of 
what we encountered were texts that sought to trace the “history 
of rationality” instead. Some of the best of a rather uneven bunch 
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are Modeling Rational Agents (Giocoli 2003), “Producing Reason” 
(Heyck 2012), How Reason Almost Lost its Mind (Erickson et  al. 
2013), and Behavioral Economics: A History (Heukelom 2014). Each 
chronicle argues that the key to understanding modern histories of 
neoclassical microeconomics, or alternatively, “decision theory,” 
was to distill the massive scholarly archive down to the humanist 
question of what was thought, in sequential eras, it meant for a per-
son to be a rational human being. Almost invariably, the historian 
in question disparages mechanistic portrayals of human rational-
ity dating from the nineteenth century, and rejoices in the superior 
enlightenment of the present, wherein the economics profession 
has finally come to appreciate that humanity is far more antipodean 
and paradoxical, richly emotional and multirational than previ-
ously thought. While we acknowledge that some researchers have 
prided themselves on pushing the boundaries of human rational-
ity, they mostly misunderstand their own role in the larger dynamic 
of the intellectual history of economics. The inversion of these 
upbeat narratives that we put forward in this volume will entertain 
the proposition that human rationality has become increasingly irrel-
evant to the content of microeconomics, and that much of this trend 
has been rendered plausible through the instrumentality of recon-
ceptualizing markets as information processors. In such a context, 
“behavioral economics” turns out to be a sideshow.

Given the massive literature on so- called rationality in the 
social sciences, it gives one pause to observe what a dark palimpsest 
the annals of rational choice has become. The modern economist, 
who avoids philosophy and psychology as the couch potato avoids 
the gym, has almost no appreciation for the rich archive of para-
doxes of rationality. This has come to pass primarily by insisting 
upon a distinctly peculiar template as the necessary starting point 
of all discussion, at least from the 1950s onwards. Neoclassical 
economists frequently characterize their schema as comprising 
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three components: (a) a consistent well- behaved preference order-
ing reflecting the mindset of some individual; (b)  the axiomatic 
method employed to describe mental manipulations of (a) as com-
prising the definition of “rational choice”; and (c) reduction of all 
social phenomena to be attributed to the activities of individual 
agents applying (b) to (a). These three components may be referred 
to in shorthand as: “utility” functions, formal axiomatic definitions 
(including maximization provisions and consistency restrictions), 
and some species of methodological individualism.

The immediate response is to marvel at how anyone could have 
confused this extraordinary contraption with the lush forest of 
human rationality, however loosely defined. Start with component 
(a). The preexistence of an inviolate preference order rules out of 
bounds most phenomena of learning, as well as the simplest and 
most commonplace of human experiences— that feeling of chang-
ing one’s mind. The obstacles that this doctrine pose for problems 
of the treatment of information turns out to be central to our his-
torical account. People have been frequently known to make per-
sonally “inconsistent” evaluations of events both observed and 
unobserved; yet in rational choice theory, committing such a sole-
cism is the only real mortal sin— one that gets you harshly pun-
ished at minimum and summarily drummed out of the realm of the 
rational in the final analysis. Now, let’s contemplate component (b). 
That dogma insists the best way to enshrine rationality is by mim-
icking a formal axiomatic system— as if that were some sterling bul-
wark against human frailty and oblique hidden flaws of hubris. One 
would have thought Gödel’s Theorem might have chilled the enthu-
siasm for this format, but curiously, the opposite happened instead. 
Every rational man within this tradition is therefore presupposed 
to conform to his own impregnable axiom system— something 
that comes pre- loaded, like Microsoft on a laptop. This cod- 
Bourbakism20 ruled out many further phenomena that one might 
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otherwise innocently call “rational”: an experimental or pragmatic 
stance toward the world; a life where one understands prudence as 
behaving different ways (meaning different “rationalities”) in dif-
ferent contexts; a self- conception predicated on the possibility that 
much personal knowledge is embodied, tacit, inarticulate, and heav-
ily emotion driven. Furthermore, it strangely banishes many com-
putational approaches to cognition:  for instance, it simply elides 
the fact that much algorithmic inference can be shown to be non-
computable in practice; or a somewhat less daunting proposition, 
that it is intractable in terms of the time and resources required to 
carry it out. The “information revolution” in economics primarily 
consisted of the development of Rube Goldberg– type contraptions 
to nominally get around these implications. Finally, contemplate  
component (c):  complaints about methodological individualism 
are so drearily commonplace in history that it would be tedious to 
reproduce them here. Suffice it to say that (c) simply denies the very 
existence of social cognition in its many manifestations as deserv-
ing of the honorific “rational.”

There is nothing new about any of these observations. Veblen’s 
famous quote summed them up more than a century ago:  “The 
hedonistic conception of man is that of a lightning calculator of 
pleasures and pains, who oscillates like a homogeneous globule of 
desire of happiness under the impulse of stimuli that shift him about 
the area, but leave him intact.”21 The roster of latter- day dissenters 
is equally illustrious, from Herbert Simon to Amartya Sen to Gerd 
Gigerenzer, if none perhaps is quite up to his snuff in stylish prose 
or withering skepticism. It is commonplace to note just how ineffec-
tual their dissent has been in changing modern economic practice.

Why anyone would come to mistake this virtual system of bil-
liard balls careening across the baize as capturing the white- hot 
conviction of rationality in human life is a question worthy of a few 
years of hard work by competent intellectual historians; but that 
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does not seem to be what we have been bequeathed. In its place sits 
the work of (mostly) historians of economics and a few historians 
of science treating these three components of rationality as if they 
were more or less patently obvious, while scouring over fine points 
of dispute concerning the formalisms involved, and in particular, 
an inordinate fascination for rival treatments of probability theory 
within that framework. We get histories of ordinal versus cardinal 
utility, game theory, “behavioral” peccadillos, preferences ver-
sus “capacities,” social choice theory, experimental interventions, 
causal versus evidential decision theory, formalized management 
theory, and so forth, all situated within a larger framework of the 
inexorable rise of neoclassical economics. Historians treat compo-
nents (a– c) as if they were the obvious touchstone of any further 
research, the alpha and omega of what it means to be “rational.” 
Everything that comes after this is just a working out of details or 
a cleaning up of minor glitches. If and when this “rational choice” 
complex is observed taking root within political science, sociol-
ogy, biology, or some precincts of psychology, it is often treated as 
though it had “migrated” intact from the economists’ citadel. If that 
option is declined, then instead it is intimated that “science” and the 
“mathematical tools” made the figures in question revert to certain 
stereotypic caricatures of rationality.22

Beyond that, there is the even more vexing phenomenon that 
this abstruse definition of “rationality” is simply taken for granted 
as prelude for making further generalizations about the trajectory 
of economics after 1980, most of which suggests that the current 
generation of economists has providentially become the most open- 
minded, subtle, and psychologically sophisticated researchers in all 
the annals of economic thought, now that they have managed to 
perform the astounding conjuring trick of somehow augmenting 
and reconciling the previous mechanical construct of “rationality” 
with all manner of behavioral quirks, sociological idiosyncrasies, 
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mental peccadillos, and outright “irrationalities” that beset the 
cognitive makeup of the jittery Homo economicus. With the help 
of some hefty hardware, such as PET scanners and magnetic reso-
nance imagers, they have the brain in their crosshairs, when previ-
ously they had shunned any consideration of mind. The impression 
is thus conveyed that neoclassical economics has sworn off its previ-
ous boisterous imperialistic tendencies and now is united in sweet 
concord with all the other social and natural sciences in developing 
a unified portrait of what it means to be rational. This brave new 
world of “behavioral economics” thus manages to square the circle 
of subsuming supposedly “irrational” agents under the continued 
sovereignty of old- fashioned rational choice theory, seemingly 
without breaking a sweat.

This pattern of historical narrative— one that takes complex 
questions of “rationality” as effectively reducible to the “rational 
choice” paradigm and its exploits— even extends to writers who 
might otherwise consider themselves critics of the rational- choice 
tradition. For purposes of illustration, we might resort here to 
Nicola Giocoli’s book Modeling Rational Agents (2003). Therein 
he starts by acknowledging that in the first half of the twentieth 
century, neoclassical economic theorists had approached their 
model as a “system of forces” (and not ratiocination), but because 
they harbored a residual predilection to refer to minds, they were 
bedeviled by two strange (and unexplained) obsessions: to escape 
any reliance upon academic psychology of any stripe in all circum-
stances, and to eschew their seeming reliance on a presumption of 
“perfect foresight” of the future in their little agents. Those motives 
were internally inconsistent, insists Giocoli, and furthermore, 
could never have been reconciled on their own terms. Possibly rel-
ishing a sense of irony, Giocoli therefore argues that the staunch 
prophets of rational consistency were inconsistent in their own 
reasoning.
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Luckily for economists, Giocoli intimates, some outsiders rode 
to the rescue. The deliverance from the dilemma was providentially 
provided by a few mathematicians and logical positivist philoso-
phers, or so he claims, by reducing the meaning of “rationality” to 
the consistency of an empty set of formal relations— viz., what we 
have identified above as the formal axiomatic component of ratio-
nal choice, restoring consistency to the inferentially challenged. 
The axiomatic method thus absolved them from any commitments 
to disciplinary psychology, while the marriage of probability the-
ory and utility (attributed by all and sundry to von Neumann and 
Morgenstern) putatively absolved the agents from perfect foresight. 
Problems of knowledge were downgraded to problems of “risk.” The 
new prophets of rationality proceeded to pronounce their project 
“rational” by fiat, and beyond all reasonable expectations, were 
stunningly successful in convincing others. The rest of the book 
then becomes an extended meditation on the history of game the-
ory as one necessary consequence of this reconceptualization of 
rationality.

While Giocoli does strive to bring his argument to bear on 
many different texts, in the final analysis, in our view, his story 
just does not hang together. Consider the contemporary evalua-
tion of Kenneth Boulding: “The epistemological theory of decision 
making is, of course, pretty empty unless we can specify ways in 
which the inputs of the past determine the present images of the 
future. Unfortunately, the observations of economists on this ques-
tion [circa 1965] are for the most part simple- minded to the point 
of embarrassment” (1966, p.  7). The biggest complaint we might 
make is that the Giocoli narrative takes place in an amazing vac-
uum; other than the deus ex machina of the logical positivists, no 
attention is accorded to anything whatsoever happening outside 
the narrowly contrived coterie of neoclassical economists. Giocoli 
stumbles initially because he effectively sets out to write a history 
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of decision theory (and not of price theory) over the course of the 
twentieth century, when in fact there was no such intellectual for-
mation before WWII. As Kenneth Boulding said in his Ely Lecture 
to the AEA in 1965, “the Epistemological Question has received 
rather scant attention at the hands of economists.”23 Betraying the 
bad habit of reading current obsessions back into innocent pre-
decessors, and presuming everyone in economics was naturally 
concerned with an ahistorical entity called “rationality,” Giocoli 
imagines that his early prewar protagonists agonized persistently 
over the character of “the decision” in much the same way as they 
did after 1945— but there is no evidence of that. Indeed, if they 
shared much of anything in those halcyon pre- WWII days, rather 
it was a peremptory dismissal of “mind”; if and when cognitive mat-
ters did come up, they were dealt with as issues of “intelligence” 
(with the usual eugenic implications) rather than “rationality.”24 
Simply having to resort to the similar mathematics of optimiza-
tion and utility functions is nowhere tantamount to being driven 
by the same conceptual questions. The only way to begin to gain 
some deeper perspective on the elusive doctrine of “rationality” is 
to venture outside the narrowly conceived ambit of “economics” 
and ask: Where did the earlier neoclassicals derive their most nag-
ging questions from, and what was happening in the other sciences 
that caused them grief and aggravation? That constitutes the core of 
the narrative in this current book.

Although much of this book covers the period after WWII, here 
we might venture a few brief observations about the prewar period, 
and its relationship to the attempt to render the history of economic 
orthodoxy as the history of rationality, through and through.

The story must begin with the fact that the original neoclassi-
cal model was copied from energy physics (Mirowski 1989). The 
early neoclassicals were by and large agnostic about mind: all that 
mattered for them was to equate the formalisms of energy with 
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something they diffidently called “utility,” so that they could por-
tray the market as deterministic and as law governed as the rolling 
of a ball to the bottom of a bowl. First and foremost, the neoclassi-
cals were drawn like moths to the flame of science; very few of them 
were acolytes of “utility” as a serious theory of mind. Only a very 
few card- carrying mathematical neoclassical economists of the first 
three generations could be bothered to follow up on the mathemati-
cal metaphor and ask what it may have explicitly implied for psy-
chological predispositions; and those inquiries were ignored by the 
newly professionalizing cadre. It is revealing that Giocoli opts to 
call this a “System of Forces” approach to economics— somehow 
he stops short of the full nine yards and the admission that it was 
merely a bowdlerized physics. Furthermore, the physics inspira-
tion reveals why “perfect foresight” was not the dread albatross that 
Giocoli conjures for the prewar era: the theory was purely static, as 
nearly every neoclassical economist freely admitted; and moreover, 
many realized that classical mechanics itself had no need of perfect 
foresight, since it was purely time reversible.

One of the quaint characteristics of prewar neoclassical eco-
nomics was that it was concertedly backward oriented:  events in 
the past were thought to determine realized prices and quantities 
in the present:  think of the Austrians and their capital theory, or 
the endless Marshallian fascination with cost structures inherited 
from the past. Causality was assumed to obey time’s arrow. It was 
only after WWII that neoclassical price theory swung 180 degrees 
on the time axis, with occurrences in the future supposedly govern-
ing current choice and decisions. This rotation on the time axis is 
one of the main epoch- making events we explain in this volume. 
“Information” was concerned primarily with what had not yet 
happened— not, demonstrably, about imperfect knowledge of the 
past. What Giocoli paints as a source of deep anguish we argue was 
merely a minor distraction for neoclassicals before the World Wars.
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However, we concede it is demonstrably the case that neoclas-
sicals have always sought to absolve themselves from the external 
strictures of formal or professional psychology. If there has been 
a constant in the history of neoclassical economics, then that is 
surely it. It also turned out to be the necessary prerequisite for 
the existence of an economics of information. It is curious that 
Giocoli could not glance at what had been happening in psychol-
ogy at the turn of the twentieth century, for then he might begin to 
grasp how very distressing the “science of the mind” was trending 
for the early neoclassicals. The new, fascinating thing on the con-
tinent back then was Freud and psychoanalysis; the enthusiasm in 
America was “habit psychology.” In both cases, the preferred stance 
in most social sciences was to stress the great extent to which the 
“irrational” governed people’s behavior: conscious rationality was 
portrayed as a weak, leaky vessel tossed about on a roiling set of 
instincts, urges, and inaccessible unconscious. Indeed, most of the 
early neoclassicals did not characterize their theories as expres-
sions of generic rationality, for the very important reason that the 
median attitude in the vanguard social sciences circa 1920 was that 
the great mass of humanity was not very rational, the proud break-
through of the social sciences having had the courage to embrace 
the pervasive yet bitter truth of this stricture.25 Indeed, in the alter-
native narrative we shall shortly explore, this stood as the premier 
“fact” of prewar social science. Thus, to promote their nascent proj-
ect as the construction of a theory of “rational choice” would have 
been extremely quixotic, if not suicidal, at least prior to the 1940s; 
discretion being the better part of valor, most neoclassical theorists 
did not go there. The least discreet among them, Vilfredo Pareto in 
his Manuele, did suggest that economics was the province of “logi-
cal” action, whereas sociology was stuck with the “non- logical” 
dregs; but even he immediately got tied up in knots over where this 
dividing line could be drawn:  “non- logical action does not mean 
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illogical; a non- logical action may be one which a person could see, 
after observing the fact and the logic as the best way to adapt the 
means to the end; but that adaptation has been obtained by a proce-
dure other than that of logical reasoning.”26 In claiming the mantle 
of “logic” for neoclassical economics, Pareto in no way was assert-
ing that the great mass of people adhered to logical behavior— far 
from it.

By and large, neoclassical economics propounded neither a 
full- blown theory of “choice” nor one of “decision” in the prewar 
era. That is the first clue that the raft of “internalist” histories and 
vindicationist accounts are deeply misguided when it comes to 
understanding the rise of “rational choice theory.” And if that be 
the case, then what was it that caused the watershed around the 
mid- twentieth century, the rise of the “decision” as the hallowed 
hallmark of our (in)humanity, a tremor of tectonic proportions that 
Giocoli detects as well. Was it the handiwork of the nefarious “pos-
itivists”? Not by a long shot. The “billiard ball” model of rational 
choice came from outside economics— but where?

The short punchy answer, fleshed out in this volume, is three-
fold:  it was the military, the rise of the digital computer and its 
complement “information,” and last but not least, the rise of the 
political doctrine of neoliberalism.27 These assertions may perhaps 
strike the reader as curious, except for the fact that they constitute 
the thematic core of much of the new historiography, represented 
by Erickson et  al.’s How Reason Almost Lost Its Mind (2013) and 
Hunter Heyck’s “Producing Reason” (2012). Starting with Heyck:

The core of my argument is that social scientific discourse 
about choice from the 1920s to the mid- 1970s was part of a 
discourse about reason and the prospects of democracy… . 
[It] was a novel blend of pessimism about the scope and qual-
ity of human reason and optimism about the power of social 
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and technical mechanisms for producing rational choices… . 
Instead of asking whether people were rational creatures, the 
question should be, what is the best system for producing ratio-
nal choices? The object of study needed to be the choice, not the 
chooser.28

This reification of the choice independent of the consumer in eco-
nomics could only happen with a commensurate development of 
equal import:  the reification of information independent of the 
cognizer. This dual disembodiment could not have occurred with-
out a further catalyst:  the rise of the electronic computer. Here 
was a machine that, at least in the estimation of some of its most 
avid promoters, could think; and it accomplished this by serving as 
a factory for the production of information by means of informa-
tion. Nothing better exemplified the reification of “choice” than the 
manifest “rationality” of a nonhuman chooser. The American mili-
tary notoriously served as the incubator for the modern computer 
with its von Neumann architecture; what has only more recently 
come to be appreciated was that the American military was also the 
incubator for modern “decision theory.” As Heyck (2012, p.  110) 
reports, “If one searches an online database such as JSTOR for arti-
cles from the 1950s having to do with decision- making, one is over 
90% likely to find that the author of the piece was at least partially 
sponsored by the Office of Naval Research or RAND.” The authors 
of How Reason Almost Lost Its Mind second the significance of this 
connection: “Key to the contrast between Enlightenment and Cold 
War rationality is the rise of the modern automated algorithm in 
conjunction with the economic rationalization of calculation… . 
[T] he rule- following computer appears throughout this history as 
point of reference for exploring rational conduct.”29

Note well that individual agency has been effectively down-
graded in these histories, in tandem with the new genre of spy 



I T ’S  N OT R AT I O N A L

29

fiction. If we have any reservations concerning this newer vintage of 
history, they have to do with how the evidence has been presented 
and framed. First, one thing that strikes the reader of these narra-
tives is that they never actually explore the models of the economists 
in any detail. To bring the point home that we now live in a radically 
different epistemic era from that of our forebears, there is nothing 
like observing the culture of disembodiment inscribed in the math-
ematics of the economic models themselves. We strive to rectify 
that oversight in the chapters that follow. Second, these histories 
often mention that cold war anxieties involved worries over the effi-
cacy of democracy, but never delve into the proximate sources of 
the hostility to democracy embedded in the political economy that 
drove the microeconomics and decision theories. Here is where a 
richer understanding of the rise of neoliberalism can reveal how 
the economists were partly at the mercy of larger political forces, 
ideological cross- currents that they could only incompletely com-
prehend. We return to this phenomenon in our final chapter. Third, 
to reprise our original complaint, in the final analysis, what we pro-
vide here is not really a history of human rationality so much as it 
is a history of the rise of the information concept as the pivot point 
around which economics, computation, and politics rotated in the 
twentieth century, only to wander off in an unanticipated preces-
sion. The ultimate inversion of conventional narratives is to real-
ize that knee- jerk humanist concerns about what human beings are 
really like and how humans really think have become all but incon-
sequential in modern economics. The residual inclination to drape 
existing histories around the vanishing cold war notion of “rational-
ity” can therefore only obscure our modern situation.

The tendency to write the history of modern economics as a 
history of “rationality,” hence, misses much of the real action in 
the intellectual history of economics among the sciences. Some 
methodologists can trumpet that we live in a new pluralist age of 
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orthodox economics only by ignoring the anti- humanist under-
currents of economic ideas.30 Others may praise the new entre-
preneurial spirit of the economics profession without the slightest 
notion of what it implies. We are determined to write the history in 
a different register. It is far better to track the peregrinations of the 
entity called “information” as it has wrought havoc in the evolution 
of modern microeconomics. But to embark upon that journey, it is 
first necessary to have a brief introduction to the history of the con-
cept of “information” in the larger culture.

From a brief primer on information, we turn to explore where 
economists first managed their rendezvous with it, and we discover, 
to our surprise, that it happened initially with the Neoliberal Thought 
Collective and Friedrich Hayek. The response to this incursion was 
mounted by the orthodoxy at the Cowles Commission, leading to at 
least three distinct model strategies. But the logic of the models led 
to multiple cognitively challenged agents, which then logically led 
to a stress on “markets” to rectify those weaknesses. Unwittingly, 
the multiple conceptions of agency led to multiple types of markets; 
and the response of the orthodoxy was to shift research away from 
Walrasian themes to what has become known as “market design.” 
But internal contradictions in the design program led to a startling 
conclusion: just like their agents, the orthodox economists turned 
out to be not as smart as they had thought. A little information had 
turned out to be a dangerous thing.
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[2]

 THE STANDARD NARRATIVE 

AND THE BIGGER PICTURE

Economies are built out of information. This has been true from 
the Stone Age to our knowledge economy today.

 Eric Beinhocker1

As explained in the previous chapter, we start from the premise 
that economists possess no special expertise in the mysteries of 
human nature, or at least no more than the man on the street. 
Rather, the prime directive of professional economists has been 
the attainment of scienctific status for the field; and what this has 
meant after World War II is that they must participate in the most 
important trend in the modern sciences— namely, that they have 
elevated information to the pinnacle of their theoretical structures. 
Hence much of what has been misunderstood or misconceived 
as controversies about “rationality” have been, in fact, struggles 
over how to insinuate “information” into the canonical model of 
microeconomics, which dated back to the 1870s.

The fact that “information” has transformed the natural sci-
ences from the 1940s onward is a proposition now widely taken 
for granted among scientists and historians. Some of the more 
philosophically inclined, dissatisfied with a basic trinity of matter, 
energy, and information, go so far as to attempt a further reduction 
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of all three into the One True Entity.2 We need not defer to its 
enthusiasts to that extent in the current context; it is enough to 
paraphrase the popular historian James Gleick, who said that after 
the 1940s, information was the axis around which the entire world 
began to spin.3 While we will only touch upon a few small facets 
of that massive transformation of the natural sciences, the timing 
of its appearance is of paramount importance. That information 
revolution preceded the watershed event that many media theo-
rists take for granted— namely, the appearance of the Internet and 
everything now associated with it. The key period turns out to have 
been the years surrounding World War II, and it is from there our 
own narrative will soon begin.

Over and above the issue of timing, it is indispensable to real-
ize that recourse to “information” in neoclassical economics could 
never have been a matter of effortless appropriation. Inevitably, it 
could never have been simple larceny, if only because there was no 
simple, unique thing to appropriate. Information had proved that 
it “can add colors to the chameleon, /  Change shapes with Proteus 
for advantages, /  And set the murderous Machiavel to school.”4 This 
multiplicity was only one of the many ways the history starts to look 
different, once we situate the advent of “information” at its center. 
One rather obvious effect is that we begin to glimpse that “ratio-
nality” remains a rather empty concept, at least until one begins to 
have some idea what a theorist means when she suggests an agent 
“knows” something. Another eye- opener comes in noticing that 
the referent of information in economics changes appreciably over 
time, largely in reaction to changes in the cultural themes swirling 
around theories of information and knowledge. Perhaps the most 
bracing shock consequent upon shifting the frame is a dredging 
to awareness of the gradual transition from economists’ regard-
ing information as an unalloyed good to praising ignorance as the 
appropriate state of a dedicated market participant. In what brave 
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new world can the economist Gary Gorton unself- consciously 
write: “We show that preserving symmetric ignorance in liquidity 
provision is welfare maximizing and strictly dominate symmetric 
and even perfect information.”5 Or, to paraphrase, blessed are the 
meek and stupid, for they shall promote liquidity and stability.

Never before have the high priests of efficiency been so happy 
to proclaim that a sucker is born every minute. Economists now-
adays hold it as gospel, but must not let on that is so. One major 
motivation for writing our book is to provide a meditation upon 
why and how such an incongruous trajectory has pirouetted to 
meet its antithesis. Why must an economics of information end up 
propounding a doctrine that economic agents should be ignorant? 
While the causes are many and the detours abundant, there is one 
profound philosophical question that needs to be broached before 
we set out on our narrative.

There is a bit of commonplace wisdom found in the community 
of generalist intellectual historians that the era of the 1970s– 1990s 
was one of contextualization and historicization of ideas, as well 
as the exploration of various formats of “identity politics.” David 
Hollinger, an intellectual historian and a major proponent of this 
view, summarizes the trends in a half- facetious way as “Kuhn, anti-
racism, feminism and Foucault.” Whatever one might think about 
such broad- brush generalizations, he also explicitly insists that the 
economics profession was uniquely immune from the entire trend:

One could write an exceedingly detailed history of this entire 
episode without mentioning a single economist. This exclu-
sion applies even to those economists who sometimes write 
about large and hard- to- solve problems for transdisciplinary 
audiences, such as Robert Heilbroner, Albert Hirschman or 
Amartya Sen… . Epistemic universalism was never seriously 
challenged.6
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One might be inclined to agree that most economists never actu-
ally gave the feminists or Foucault the time of day (although it 
appears many were assigned Kuhn some time in their student 
years, only to cement their belief that economics had attained 
“normal science” status), but it is a serious misunderstanding of 
the historical record to accord the economics discipline immu-
nity from cultural trends in epistemology. The reason Hollinger 
and his colleagues have missed this connection is that economic 
arguments about identity and truth were played out in a space 
somewhat removed from the generalist magazines and newspa-
pers that often provide such historians with their major sources 
of evidence. We shall demonstrate in this volume that economists 
were also swept up with popular concerns that truth may appear 
to be contingent and dependent upon personal identity during the 
same period, but that those disputes were carried out primarily in 
technical discussions of mathematical models in specialized jour-
nals; furthermore, the issues of identity that drew the most atten-
tion were not those of race and gender but, rather, the minatory 
perseverance of an epistemic divergence between the professional 
economist and the quotidian agent, with lesser (but not unsub-
stantial) attention paid to epistemic divergences between agents.7

The disparagement of the sagacity of Homo economicus has 
direct bearing on the asymmetry between agent and analyst. There 
might be a sense in which the legitimacy of the modern economics 
profession almost demands that their representative rational agent 
needs to be rendered less knowledgeable (or, to court offense, more 
stupid) than the orthodox economist himself. To allow the agent 
to know substantially more than the economist is transparently a 
nonstarter, since in that instance the pretense to special economic 
expertise comes to naught. One might then suspect that the sweet 
spot is for the agent to know exactly everything the analytical econ-
omist knows— one observes this in modern assertions that the 
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agent “knows the true model of the world”— which conveniently 
turns out to be identical to the orthodox neoclassical model— but 
that option also has its own severe drawbacks. These include the 
overwhelming evidence of empirical violation of rational choice 
models; but more to the point, there are the compromised ambi-
tions of the economist to provide privileged normative prescrip-
tions for the economy. If everyone else happens to be situated on 
the very same epistemic footing, then the man in the street really 
has no reason whatsoever to attend to economists and their prog-
nostications; and, quite starkly, economists have nothing relevant 
to impart to them.8 Can the student appreciate that, for neoclas-
sical economists to hold their heads high in society, and believe 
they can model information and its consequences, it is imperative 
their imagined representative agent be stupider than the median 
economist?

The repercussions might even be momentous. What happens 
when the person on the street comes face to face with this kind of 
scorn (if that ever comes to pass)? Will the contempt of the econo-
mist be met with a different sort of disdain by the public?

WHAT EVERYONE KNOWS

Once upon a time— say, around the era of David Ricardo and Karl 
Marx— political economy was primarily concerned with the pro-
duction of national physical wealth. This “classical” notion tended 
to hang on long into the twentieth century, well after the inven-
tion of neoclassical economics in the 1870s. Nevertheless, there 
was no denying that within neoclassical economics, notions of 
exchange had displaced those of tangible production as the pri-
mary topic of interest; this informed the definition of econom-
ics articulated by Lionel Robbins that its proper subject was the 
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“allocation of scarce means among given ends.” But subsequently, 
something rather extraordinary happened around the middle of 
the twentieth century, gaining momentum as the century waned. 
More and more, economics at the cutting edge (as opposed to 
the textbooks) became relatively cavalier about treating trade as 
static allocation, and instead became all wrapped up in the image 
of The Market (or else the agent) as a processor of information or 
knowledge.

Appeals to information and knowledge pop up almost every-
where these days:  the efficient markets hypothesis in finance, 
common knowledge in game theory, rational expectations in mac-
roeconomics, asymmetric information in principal/ agent theory, 
adverse selection in mechanism design, focal points in behavioral 
economics, and so on. For many economists, these elaborate con-
structions of the market consequences of information are the main 
reason the modern economic orthodoxy is always an improvement 
on your father’s economics.9 We provide the following paean to 
modern success, lifted from a recent blog:

It is a strange fact that many social scientists feel economics to 
some extent stopped progressing by the 1970s. All the impor-
tant basic results were, in some sense, known. How untrue 
this is! Imagine labor without search models, trade without 
monopolistic competitive equilibria, IO or monetary policy 
without mechanism design, finance without formal models 
of price discovery and equilibrium noise trading: all would be 
impossible given the tools we had in 1970. The explanations 
that preceded modern game theoretic and information- laden 
explanations are quite extraordinary: Marshall observed that 
managers have interests different from owners, yet nonetheless 
are “well- behaved” in running firms in a way acceptable to the 
owner. His explanation was to credit British upbringing and 
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morals! As Stiglitz notes, this is not an explanation we would 
accept today.10

People with advanced training in economics seem to think they 
know what this transformation has been about and why it has hap-
pened. One indicator might be that “information” was added as a 
subject category in the American Economic Association subject 
taxonomy in 1976; this in itself suggests a postwar heritage. As 
Kenneth Arrow once put it: “one of the biggest differences between 
1950 and 2000 is the much greater role now given to … knowl-
edge and information… . Nobody would have denied the impor-
tance of these in 1950, but the tools to handle them did not formally 
exist then.”11 But, in fact, one could just as easily, and with justice, 
assert the opposite:  certainly we possess many more “tools,” but 
the impression that clarification followed formalization needs to be 
approached with a modicum of salt. Interestingly, in the interview, 
Arrow did not bother to identify even one specific hallmark doc-
trine within the orthodoxy that owed its existence to the stipulated 
sea change. Further, Arrow hedged his bets by citing “knowledge 
and information,” and this begins to reveal the profound ambiva-
lence and unapologetic befuddlement that often besets anyone 
attempting to make sense of the history of this literature. Rather 
than concede the distinction between knowledge and information 
as meaningful or significant for economics, Arrow rather haugh-
tily responded to a request to clarify the distinction with the dis-
missal, “I am afraid the topic does not inspire me.”12 The Muse of 
Information moves in mysterious ways for neoclassical economists.

Those fortunate enough to have experienced Philosophy 101 
will come away wary of people who conflate knowledge and infor-
mation with abandon, much less defer to those who treat knowledge 
as if it were something that needs no definition, since everyone who 
thinks he or she has it, does indeed have it. Information enthusiasts 
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outside of economics manage to signal their awareness of the impor-
tance of some crude distinctions:  “Information can be moved 
around easily in the products that contain it … but knowledge and 
know- how are trapped in the bodies of people and networks that 
these people form.”13 It seems fairly commonplace to concede that 
knowledge is something not readily reified, and yet many econo-
mists still seem to resist this insight. Indeed, a historical wariness 
toward this tendency is one of the sentiments we hoped to evoke 
indirectly by means of this book’s title. In this regard, the oft- 
neglected Kenneth Boulding was a far better guide to these issues 
than Kenneth Arrow:

Knowledge, however, has a dimension which goes beyond 
that of mere information or improbability. This is a dimen-
sion of significance which is very hard to reduce to quanti-
tative form. Two knowledge structures might be equally 
improbable but one might be much more significant than the 
other.14

Boulding, somehow, did not make it into the modern economist’s 
Hall of Fame.

The prudent intellectual historian cannot help but be struck 
by the fact that when some judicious souls began to write surveys 
of this newfound enthusiasm among economists for information 
in the 1980s and 1990s onward, they came away bearing impres-
sions of something akin to the Tower of Babel.15 One such attempt 
at a history published in 1995 began by quoting George Akerlof 
on the initial rejection of his famous “Lemons” paper: “They were 
afraid if ‘information’ was brought into economics, it would lose 
all rigor, since in that case almost anything could be said— there 
being so many ways that information can affect an equilibrium.” 
The authors then concluded their survey with:  “we encounter an 
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over- abundance of results and/ or equilibria; almost anything can 
happen.”16 “Anything goes,” on its face, would hardly seem the pre-
scription for a successful intellectual tradition.

One could confront the impressions of disarray in the histori-
cal archive in many different ways, but our task here is to set out 
to tame the blooming buzzing confusion by getting a clearer idea 
of what the economists did and did not accomplish. First off, we 
need to establish that there really was something new under the sun 
in economics back in the twentieth century. As Dan Schiller per-
ceptively queried over a quarter century ago: “Why wasn’t the status 
of information a major topic in economic theory in 1700, 1800, or 
1900? Why was it only in the postwar period that the economic role 
and value of information took on such palpable importance?”17 The 
easy retort— that it was absent- mindedly “overlooked,” exiled to 
peripheral vision until WWII— simply will not wash. Neither will 
the bad habit of searching for precursor statements from previous 
eras, anticipations which were never really there. Rather, we shall 
insist that there were specific historical conditions in the 1940s that 
stood as necessary prerequisites for the seeming inevitability of the 
juggernaut of the economics of knowledge. But the era from the 
1940s to 1970s is a blind spot for the modern economist— at least 
when it comes to the economics of information.

What manner of impressions about the history of the eco-
nomics of information does the modern student receive from her 
theory teachers, even if only as capricious stage- setting preliminar-
ies? More often than not, there she encounters some assertion that 
nothing really happened before the 1960s or 1970s. Some may cite 
George Stigler’s (1961) paper as kicking off the literature, or else 
that of William Vickrey (1961), and perhaps the aforementioned 
1970 “Lemons” paper by Akerlof (1970). What is noticeable about 
these supposed landmarks is that, by and large, their actual mod-
els turn out to be unrelated to pretty much anything that follows 
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in the curriculum our student undertakes. For instance, Stigler’s 
sequential search for lower market price among dispersed differ-
entiated purveyors has been pretty much forgotten. Instead, the 
class in the economics of information mostly assumes one of two 
formats: either a meandering survey of picky small variations on the 
benchmark von Neumann– Morgenstern individual expected util-
ity model to capture something called “uncertainty”; or if the class 
is skewed toward Nash game theory, then the topics tend to revolve 
around how agents seek to mislead, dominate, and otherwise con-
fuse their opponents, with topics called “asymmetric informa-
tion,” “cheap talk,” “adverse selection,” “private values,” “signaling,” 
“moral hazard,” “common knowledge,” and the like. The macro-
economists are partial to the former tweaks to decision theory, 
whereas microeconomists— and particularly market designers— 
favor the latter pastime of Liar’s Poker. Over time, it seems the game 
theory advocates may have come to numerically dominate the deci-
sion theorists, and as that happened, their own favored potted his-
tory has grown more austere and sparse, ignoring the vast mass of 
information theorizing of that era in favor of their one purportedly 
canonical general model of information, the Bayes- Nash model first 
propounded by John Harsanyi in 1967. In both cases, the contested 
notion of “rationality” keeps getting amended willy- nilly to suppos-
edly handle information, while past approaches get erased. There 
is a third genealogy of the economics of information that tends to 
be favored in business school classes outside of economics depart-
ments proper, especially in finance, which is instead structured 
around the efficient markets hypothesis: in that potted history, it is 
The Market itself that stands as a superb processor of information 
in its own right. There, cognition and rationality are dispensed with 
altogether.

First, even at this most superficial level, we can observe that 
there has been no single canonical model of the economics of 
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information at almost every step along the way. The student hap-
hazardly gets arbitrarily schooled in one manifestation or another, 
depending on the angle of approach to their own specialization. 
Hence, the conventional notions of the history of information in 
economics tend to be a little incoherent. Furthermore, the potted 
orthodox histories turn out to be singularly uninformative about 
the deeper issues driving this need to privilege “information,” or 
perhaps “knowledge,” in economic theory over time. For instance, 
why would someone think the unique best way to approach the 
question of knowledge about the economy was through an inductive 
definition of “uncertainty”? The words sound like they have a fam-
ily resemblance, but it doesn’t take a philosophical genius to realize 
they are hardly identical. As Thomas Schelling once observed back 
in 1962, “There is a tendency in our [theories of] planning to con-
fuse the unfamiliar with the improbable” (p. vii). One wag later said 
that you can always tell a decision theorist because of his struggles 
with the undecidable: he seemingly can’t tell the difference between 
irrationality and ignorance.

Second, existing orthodox histories of economics do a poor job  
of explaining what effects the economics of information have 
wrought. Because we do not automatically share the orthodox 
obsession with “progress,” it will be crucial to establish as historians 
whether or not this nouveau fascination with knowledge actually has 
thoroughly reconstructed the heartland of orthodoxy, or instead,  
as so often happens, merely clutters up the periphery with sprawl. 
Here again, there has been no general consensus on this issue among 
the orthodox. At one end of the continuum, Joseph Stiglitz has 
hinted from time to time that the previous world of neoclassical eco-
nomics was turned upside down by the economics of information:

There is no single new Law of Economics… . The world is not 
convex; the behavior of the economy cannot be described as 
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if it were solving a (simple) maximization problem; the law of 
supply and demand has been repealed.18

We know of hardly any orthodox economists today who would sub-
scribe to any one of those precepts. Conversely, at the other reach 
of the continuum, various respected economists have hastened to 
reassure the rest of us that nothing has really changed after all, and 
that, contrary to most impressions, the ongoing info- fascination 
was just a minor variation on the age- old wisdom of neoclassical 
economics.19

Both narratives turn out to be equally implausible; and this 
ushers us toward the nub of the present philosophical conundrum. 
How can it be that so many economists have come to believe there 
has been some sort of Great Transformation of Economics into 
a Science of Knowledge in the last half- century— the dawn of a 
higher wisdom buttressing an information economy— and yet be 
utterly incapable of producing even a sparse, clean consensus on 
the hallmark doctrines of the New Order?20 Why are they so con-
vinced that “information” constitutes the panacea for so many of 
their problems? Could it be due to the internal logic of their eco-
nomic model, or has the pressure come primarily from outside the 
discipline?

Risking ridicule, or maybe just a standard paradox of self- 
reference, in this book we seek to pose the question: How do these 
economists know that knowledge has become ineluctably central to 
their discipline? This paradox will lead us to an even thornier ques-
tion: How is it possible that a neoclassical economic theory, commit-
ted to a thoroughly ahistorical, noncontextual theory of equilibrium 
(and notoriously weak on how that equilibrium is attained), could 
provide an adequate account of the process by which knowledge is 
gained, interpreted, and understood? Can the dynamic character of 
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knowledge and interpretation be anything more than a square peg 
forced into the round hole of given preferences?

Of course, we come equipped with no magic Philosopher’s Stone 
to settle these thorny questions once and for all; nor would we ever 
want to. But we do think we can do a better job in organizing the 
history of economic thought around information, as a prelude to a 
coherent answer. We will therefore avoid the standard practice of 
structuring narratives around all those various “applied” areas of eco-
nomics (e.g., macroeconomics, finance, decision theory, signaling, 
and adverse selection); rather, we divide the story into the different 
ways that information and knowledge themselves have been con-
ceived and elaborated though time. In other words, rather than duti-
fully following the economists in their arbitrary sequences of applied 
models, we will adopt a more epistemic and ontological approach. The 
questions that will serve as our protocols will be:

• Who or what is supposedly doing the thinking?
• Is there any real cognition going on?
• What, precisely, qualifies as information and where did the 

model inspiration come from?
• Have informational considerations been effortlessly grafted 

onto the prior neoclassical model of fixed utility functions 
and fixed endowments, or has the bequeathed canonical 
model become compromised over time?

These questions will lead us to argue that the older, potted, 
orthodox histories of the economics of information have been mis-
leading at best, and at worst have been utterly confused in some of 
their more commonplace variants. Our alternate narrative should 
help the student understand how the profession has arrived at 
this curious impasse, where ignorance of their own history has 
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permitted economists to believe the most extraordinary things 
about knowledge and their place in it, without any serious consen-
sus among their peers.

And more to the point, fortified with this history, the student 
will be much better prepared to recognize the possibility of a New 
Economics, if and when she encounters it. She may even experience 
the joy of learning something.
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[3]

 NATURAL SCIENCE INSPIRATIONS

A century ago, “information” did not have much cultural resonance 
as a concept. It was a nondescript word: “An item of training; an 
instruction.” Yet we now find ourselves poised and pinioned in the 
Information Age. Which, by the way, the OED defines for us in its 
dry prose: “the era in which the retrieval, management, and trans-
mission of information, esp. by using computer technology, is a 
principal (commercial) activity.”1 Its original referent had been 
derived from the ancient Latin precursor: the verb informare— to 
give form to; to shape; to mold. Information at its birth was the 
act of infusion with form. Where, and how? In the beginning, the 
forming takes place in the mind. But a big part of our narrative 
is the way in which the verb got reified into a noun, first into a 
number, then into a thing, and finally, into a cosmic principle of 
organization around which our age putatively revolves.

As we would expect from the broad outlines of the history of 
economics, the truly earth- shaking innovations did not originate 
from within the discipline but, rather, tended to trace their incep-
tion back to the natural sciences. Through a sequence of steps far 
too labyrinthine to trace here,2 late nineteenth- century devel-
opments in thermodynamics first stabilized the key concept of 
entropy; then a twentieth- century concern with noise in circuits 
and communication channels (especially at Bell Labs) led engi-
neers to equate entropy with a measure of something they called 
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“information.” This version of “information” became a topic of 
explicit mathematical models starting in the 1920s, and had begun 
to spread throughout the natural sciences by World War II. Claude 
Shannon’s 1948 “information theory” started off as an attempt to 
theorize cryptography, but was later published in the open litera-
ture as a theory of the capacity of channels to convey messages.3 In 
the technical context, Shannon proposed a measure of the difficulty 
of sending a set of symbols from emission point A through a com-
munications channel beset with noise, to a receiver situated at point 
B, as shown in figure 3.1.

Shannon’s innovation was to treat the string of symbols con-
veyed as a stochastic process, with each symbol possessing its 
own characteristic probability. In one fell swoop, this move ren-
dered the semantic aspects of communication utterly irrelevant 
for the theory— a point which will soon assume some significance. 
Shannon then posited that the mathematical expression for the 
average improbability of a string of such symbols would be exactly 
the same as the earlier definition of physical entropy:

 H p log pi i= −∑ 2  

However, in this instance, the probabilities referred to the 
reconstitution of symbols in a receiver, rather than states of physical 
position and velocities. Shannon had recast communication as the 
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Figure 3.1. Shannon Information Theory.
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selection of symbols from some preset fixed roster, rather than the 
stipulation of anything truly novel or unprecedented. In the sim-
plest possible case, with a binary alphabet and equiprobable sym-
bols, log (½) = −1, and H = 1; this unit was named the “bit.”

Something marveled at by almost every historian of science 
who has examined this train of events was the alacrity with which 
almost everyone beyond the communication engineers imme-
diately forgot or ignored all the relevant qualifications concern-
ing the formal Shannon information concept— its emptiness of 
meaning, its predicate of a fixed transmission channel, its curi-
ous construction of a stilted notion of “uncertainty,” and its 
crude mechanical inspiration— and proceeded to herald a new 
dawn of a science of information within their own fields.4 One 
observes this as early as the Macy Conferences on Cybernetics; 
in 1951, Shannon was already cautioning the conferees that his 
information concept was not what they were imagining it was.5 
Undeterred, “information” soon became all the rage in postwar 
psychology, particularly the decision theory variant, although 
the enthusiasm burned out there by the 1970s. Biologists were 
often serial offenders, mixing and matching information meta-
phors with their newly discovered DNA.6 The famed mathema-
tician Benoit Mandelbrot (1953) began his career by linking 
Shannon information to game theory. Fritz Machlup bemoaned 
that “the failure to find, and perhaps the impossibility of finding, 
any ways of measuring information in this ordinary [vernacular] 
sense induced many to accept signal transmission, channel capac-
ity or selection rate as a substitute or proxy for information.”7 In 
other words, intentionally or not, Shannon information had been 
taken as warrant to posit it (or something similar) as a measure 
for whatever that particular school of research wanted it to be, 
and nowhere was the practice embraced with more gusto than in 
economics.
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Scholars in psychology were getting skittish about this by the 
mid- 1950s:

There is something frustrating and elusive about informa-
tion theory. At first glance, it seems to be the answer to one’s 
problems, whatever these problems may be. At second glance 
it turns out it doesn’t work out as smoothly or as easily as antic-
ipated… . So nowadays one is not safe in using information 
theory without loudly proclaiming that he knows what he is 
doing and he is quite aware that this method is not going to 
alleviate all worries.8

Machlup, coming from his Austrian neoliberal background, was 
appalled. “Information has become an all- purpose weasel word,” 
he sputtered in 1983; people would indiscriminately shift between 
denoting a process of communication, a symbol string, a semantic 
content, an index of “uncertainty,” an object independent of any 
mind, a stock of previous transmissions, encoded instructions, and 
worst of all, a synonym for “knowledge.” Vague similarities with 
negentropy prompted a few social scientists to dabble in “negative 
information,” a very frightening concept, but one not to be confused 
with ignorance. Knowledge had conventionally referred to a cogni-
tive state of being; it might be personal or it might be social, but 
certainly was not something disembodied from human life, at least 
prior to 1980. “Data data everywhere, and not a thought to think,” 
Machlup growled. Yet the trend over time, especially after the 1980s, 
was to leach “knowledge” of many of its original connotations, and 
conflate it more and more with “information.”9 The computer was 
not the only culprit in this respect. After all, biological reduction-
ists were suggesting human identity was potentially reducible to 
DNA; science fiction and artificial intelligence mavens regularly 
speculated about downloading “yourself ” onto some computer disk 
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and thus freeing yourself from corporeal integuments. The human 
soul was growing more wispy and elusive, whereas information just 
seemed to grow more robust and pervasive.

Of course, Shannon information theory was not the only font of 
legitimacy for the turn to scientific formulations of cognitive mat-
ters and communication glitches after WWII. A concern over mili-
tary intelligence led to the founding of a science of military decision 
theory, carried out under the rubric of “operations research” and 
the newly minted field of “communication studies.”10 Military 
mandates often sought to detach “information” from content and 
semantics. Many of the many curious hybrids funded by the mili-
tary may seem quaint in the era of the Internet: Project Revere, a 
University of Washington enterprise in the 1950s, which sought to 
study “the effects of the flow of information” through communica-
tion networks that diffused messages beyond targeted recipients, 
actualized this by conducting leaflet drops from airplanes on thirty- 
five American communities that had previously been constrained 
by military order neither to forewarn the public nor provide official 
comment upon these unprecedented events.

These exercises in the sciences of war and their applications 
were crucial for subsequent developments in all the social sciences, 
and were full of implications for conflation of the ontological status 
of “information” versus “knowledge,” but for purposes of brevity we 
must merely take them as given here. Likewise, there were further 
developments growing out of military patronage that we should 
highlight, but must of necessity neglect provision of their own his-
torical narratives, including: (a) the elaborations of mathematical 
statistics and game theory; and (b) the construction and stabiliza-
tion of the first electronic digital computers in WWII.11 Both proj-
ects started outside of economics, but proved irresistible as they 
swept the postwar sciences. The physical instantiation of “machines 
who think” (whatever was intended by such locutions) provided 
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irresistible metaphors for cognitive activities, many of which would 
be taken up to various degrees in all the social sciences in the post-
war expansion of academic research. And, there would be no field of 
“artificial intelligence” without the computer. These physical tradi-
tions concerning the sciences of information and its processing set 
the stage for a later reconstruction of economics, rendering some 
attempt at accommodation nearly inevitable.
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[4]

 THE NOBELS AND 

THE NEOLIBERALS

There is a genre of history that is written unreservedly from the 
perspective of the winners. And manifestly, there are no more 
prominent winners in the orthodoxy than the recipients of the 
misnamed Nobel Prize in Economics. (The correct designation 
is the Bank of Sweden Prize in Economics in Honor of Alfred 
Nobel.1) One theme of this chapter is that the sequence of the 
Nobels does not provide a reliable chronology for the rise of the 
economics of information.

We provide own select roster of winners in table 4.1, consist-
ing of the subset of laureates in the first twenty- five years of the 
Bank of Sweden Awards who had significant input into what sub-
sequently became orthodoxy in the economics of information/ 
knowledge. While beginning to mark the initial boundaries of 
who or what eventually fell into that contested category, the table 
also reveals something previously quite unnoticed in the history of 
thought: five of these nine laureates in that period were members of 
the Mont Pèlerin Society (MPS), a society founded by one of those 
laureates, Friedrich Hayek.2

The fact that roughly half of the recipients would just happen 
to be members of any one single club, much less an organization 
that recruits and vets its members instead of allowing them to freely 
join, and whose roster has never exceeded 500 persons, would seem 

 

 



Table 4.1 ECONOMICS OF INFORMATION/ KNOWLEDGE NOBEL LIST, 1969– 1994

Year Laureate Country Rationale

1970 Paul Samuelson United States Properly anticipated prices are random: origins of efficient 
markets hypothesis

1972 Kenneth Arrow United States Economics of Information, vol. 4 of Collected Papers

1974 Friedrich Hayek* United Kingdom/ 
Austria

Innovates notion of market as information processor

1978 Herbert A. Simon United States Bounded rationality; artificial intelligence

1982 George Stigler* United States Market prices as subject to sequential search

1987 Robert Solow United States Technological change as mathematical residual in growth theory

1988 Maurice Allais* France Attack on expected utility theory

1991 Ronald Coase* United Kingdom Discovery and clarification of the significance of transaction 
costs and property rights for the institutional structure 
and functioning of the economy; attack on state- sponsored 
communication outlets like BBC

1992 Gary Becker* United States Human capital theory

*Member of Mont Pèlerin Society
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to be a curiosity that would have demanded some explanation. The 
short explanation that we shall access here is that the MPS served 
as the command center during early phases of the establishment of 
neoliberal doctrine; the crucible of neoliberalism, in turn was the 
prime incubator within modern political economy responsible for 
elevating the status of information to its predominance in the later 
twentieth century.3 This was true whether the economist in ques-
tion shared the neoliberals’ politics or was firmly opposed to them.

Why does the student interested in economics and its rela-
tionship to information need to know something about the Mont 
Pèlerin Society? Because lacking that, it will prove impossible to 
fully comprehend the outlines of our alternative history of eco-
nomic thought. For those who think of the economics of informa-
tion as beginning with Kenneth Arrow or George Stigler or Joseph 
Stiglitz or Paul Romer or Nash game theory, we aim to convince 
them that they are misinformed.4 The rise of a self- conscious “eco-
nomics of information” really starts with Friedrich Hayek and the 
Mont Pèlerin Society; but that proposition would seem garbled and 
obscure in the absence of (at least) some acquaintance with a basic 
primer on neoliberalism.

The Mont Pèlerin Society was first convened in 1947, to rethink 
and recast older classical liberalism in a set of doctrines more suit-
able for the world after the Great Depression and WWII. It did not 
consist solely of economists, but also included philosophers, other 
social thinkers, and not a few rich businessmen. In their discus-
sions, which were often closed to outsiders, they hashed out a set of 
political doctrines that would rescue the world from what they con-
sidered to be the onset of a socialist disaster. The project has never 
been considered finished, and the MPS continues to meet regularly, 
down to the present.

Neoliberalism as a body of thought itself did not exist before 
World War II, and is only now beginning to be the subject of 
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scholarly research in the history of economics.5 The most important 
fact about the neoliberals, at least after they got over their earlier 
interwar interval of disarray, was that they were not advocates for a 
simplistic laissez- faire: that is one of the crudest canards concern-
ing the contours of late twentieth- century political economy. Some 
of its opponents have called it “market fundamentalism”; but that 
also misses the point. The goal of the neoliberal project has been 
to redefine the shape and functions of the state, not to hobble or 
destroy it. In the interests of brevity, we will list a subset of six prin-
ciples of neoliberalism developed jointly and severally by members 
of the MPS during the last half of the twentieth century, relevant 
to our history. These six precepts nowhere exhaust the intellectual 
innovations of the MPS. Novices should be warned the six princi-
ples are merely a glimpse of a much more elaborate political theory, 
to which we cannot do justice to here.

SIX IMPORTANT TENETS 
OF NEOLIBERALISM

1. What sort of “market” do the neoliberals want to foster and pro-
tect? While one wing of MPS (the Chicago School of Economics) 
has made its career attempting to reconcile one version of neo-
classical economic theory with neoliberal precepts, other subsets 
of the MPS have innovated entirely different characterizations of 
The Market. The “radical subjectivist” wing of the Austrian School 
of Economics attempted to ground The Market in a dynamic pro-
cess of discovery by entrepreneurs of what consumers did not yet 
even know what they wanted, owing to the fact that the future is 
radically unknowable. Perhaps the dominant version within the 
MPS (and later, the dominant cultural doctrine) emanated from 
Friedrich Hayek himself, wherein “the market” is posited to be an 
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information processor more powerful than any human brain, but essen-
tially patterned upon brain/ computation metaphors.6

This is a key point in the history of the economics of informa-
tion. This doctrine had three distinctly different interpretations 
in Hayek’s own career alone (discussed in  chapter 6), but is often 
inadequately expressed by neoclassical economists associated with 
the MPS as the proposition that prices in an efficient market “con-
tain all relevant information” and therefore cannot be predicted by 
mere mortals, whose powers fail to measure up. Whatever the ver-
sion, the moral is always the same: the market always surpasses the 
state’s ability to process information, and this constitutes the kernel 
of the argument for the necessary failure of socialism.

2. Neoliberalism thoroughly revises what it means to be a human 
person. Many quote Michel Foucault’s prescient observation from 
over three decades ago: “In neoliberalism … Homo Economicus is 
an entrepreneur, an entrepreneur of himself.”7 However, they tend 
to overlook the extent to which this is a drastic departure from clas-
sical liberal doctrine.

Classical liberalism identified “labor” as the critical original 
human infusion that both created and justified private property. 
Foucault correctly identifies the concept of “human capital” as the 
signal neoliberal departure from classical liberal thought— initially 
identified with MPS member Gary Becker— that undermines cen-
turies of political thought that parlayed humanism into stories of 
natural rights. Not only does neoliberalism deconstruct any special 
status for human labor to ground the legitimacy of property rights, 
but it also lays waste to older distinctions between production and 
consumption that were rooted in the labor theory of value, and 
reduces the human being to an arbitrary bundle of “investments,” 
skill sets, temporary alliances (family, sex, race), and fungible body 
parts. “Government of the self ” becomes the taproot of all social 
order. And more to the point, “knowledge” as a cognitive state 
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becomes hopelessly conflated with knowledge as a thinglike com-
modity in human capital theory.

3. Most neoliberals insist that they value “freedom” above all 
else; but more hairs are split over the definition of freedom than 
over any other neoliberal concept. Some members of the MPS, 
like Milton Friedman, refuse to define it altogether (other than to 
divorce it from democracy), while others, like Friedrich Hayek, 
proceed by motivating it as an epistemic virtue: “the chief aim of 
freedom is to provide both the opportunity and the inducement 
to insure the maximum use of knowledge that an individual can 
accrue.”8

As this curious definition illustrates, for neoliberals, what you 
think a market really is seems to determine your view of what lib-
erty means. Almost immediately, the devil is secreted in the details, 
since Hayek feels he must distinguish “personal liberty” from sub-
jective freedom, since personal liberty does not entail political lib-
erty.9 Nevertheless, it demonstrates the absolute pivotal character 
of “knowledge” in their political economy.

It is axiomatic that “freedom” can only be “negative” for neoliberals 
(in the sense of Isaiah Berlin), for one very important reason. Freedom 
cannot be extended from the use of knowledge in society to the use of 
knowledge about society, because self- examination concerning why 
one passively accepts local and incomplete knowledge leads to con-
templation of how market signals create some forms of knowledge and 
squelch others. Meditation upon our limitations imposed by depen-
dence upon markets leads to inquiry into how markets actually work, 
as well as meta- reflection on our place in larger orders, something that 
neoliberals warn is beyond our ken. Knowledge in that eventuality 
assumes global dimensions and is no longer “local,” and this under-
mines the key doctrine of The Market as a transcendental superior 
information processor. Conveniently, “freedom” does not extend to 
principled rejection of the neoliberal insurgency.
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4. Neoliberals regard inequality of economic resources and 
political rights, not as an unfortunate by- product of capitalism, but 
as a necessary functional characteristic of their ideal market system. 
Inequality is not only the natural state of market economies from a 
neoliberal perspective, but it is actually one of its strongest motor 
forces for progress. Hence, the rich are not parasites but, rather, 
a boon to humankind. People should be encouraged to envy and 
emulate the rich. Demands for equality are merely the sour grapes 
of the losers, or if they are more generous, the atavistic holdovers 
of older images of justice that must be extirpated from the modern 
mindset. As Hayek wrote, “the market order does not bring about 
any close correspondence between subjective merit or individual 
needs and rewards.”10

Indeed, this lack of correlation between reward and personal 
effort is one of the major inciters of (misguided) demands for jus-
tice on the part of hoi polloi. “Social justice” is blind, because mere 
humans can never comprehend the true consequences of their 
market activity. Inequality in resources is paired with ineradicable 
inequality in knowledge: in a well- functioning economy, most peo-
ple are simply doomed to be mired in stupidity.

5. The Market (suitably reengineered and promoted) can 
always provide solutions to problems seemingly caused by the 
market in the first place. This is the ultimate destination of the 
constructivist political program within neoliberalism. Any prob-
lem, economic or otherwise, has a market solution, given suffi-
cient ingenuity:  pollution is abated by the trading of “emissions 
permits”; inadequate public education is rectified by “vouchers”; 
auctions can adequately structure exclusionary communication 
channels; poverty- stricken sick people lacking access to health 
care can be incentivized to serve as guinea pigs for privatized clini-
cal drug trials; poverty in underdeveloped nations can be amelio-
rated by “micro- loans.”
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Those closer to the neoclassical orthodoxy were quick to take up 
the entrepreneurial mantle: suitably engineered boutique markets 
were touted as a superior method of solving all sorts of problems 
previously thought to be better organized by governments— 
everything from scheduling space shots to regulating the flow 
through airports and national parks. Market design is the panacea 
for whatever ails you. Economists made money selling their nomi-
nal expertise in setting up these new custom- engineered markets, 
rarely admitting upfront that they were simply acting as middlemen 
introducing intermediate steps toward subsequent full privatiza-
tion of the entity in question.

6. The neoliberal project has thoroughly revised law; but especially, 
criminal law. Members of the Mont Pèlerin Society were fond of 
Benjamin Constant’s adage:  “The government, beyond its proper 
sphere ought not to have any power; within its sphere, it cannot 
have enough of it.” 11 It is central to understanding the fact that neo-
liberal policies lead to unchecked expansion of the penal sector, as 
has happened in the United States. As Bernard Harcourt (2011) has 
explained in detail, however much some neoliberals might seem to 
suggest that crime be treated as just another market process, neo-
liberals have moved from the treatment of crime as exogenously 
defined within a society by its historical evolution, to a definition of 
crime as inefficient attempts to circumvent The Market. The impli-
cation is that intensified state power in the police sphere (and a huge 
expansion of prisoners incarcerated) is fully complementary to the 
neoliberal conception of freedom. In the opinion of MPS member 
Richard Posner, “The function of criminal sanction in a capitalist 
market economy, then, is to prevent individuals from bypassing the 
efficient market.”12

In this neoliberal perspective, there is also a natural stratifica-
tion in what classes of law are applicable to different scofflaws: “the 
criminal law is designed primarily for the nonaffluent; the affluent 
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are kept in line, for the most part, by tort law.”13 In other words, 
economic competition imposes natural order on the rich, because 
they have so much to lose when it is violated. The poor need to feel 
the naked violence of the law.

This short doctrinal gloss constitutes little more than a Cliff’s Notes 
caricature, intended to evoke the culmination of decades of work by 
the neoliberal movement, beginning with the first meeting of the 
MPS in 1947. We have no doubt some modern neoliberals will find 
it excessively curt and schematic, if not wrong- headed. However, 
our task here is not to faithfully describe the subtleties of the many 
tenets of modern neoliberalism, nor to explore the ways its lineage 
does or does not terminate in a single monolithic creed.14 It is, 
rather, to provide a glimpse of the indispensable role of the MPS 
neoliberals in shifting the fundamental conversation about mar-
kets away from the earlier neoclassical mantra of “the allocation 
of scarce resources to given ends” and ever closer toward the The 
Market as Super Information Processor. This will be rendered more 
plausible after we sketch the historical steps by which this occurred.
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[5]

 THE SOCIALIST CALCULATION 

CONTROVERSY AS THE 

STARTING POINT OF THE 

ECONOMICS OF INFORMATION

Confining ourselves in this chapter to matters of internal intellec-
tual developments within the economics profession, we note that 
the most relevant set of events for the birth of the modern econom-
ics of information was a dispute originating within the Austrian 
tradition— namely, the Socialist Calculation Controversy.1 The 
starting gun was a provocative paper by Ludwig von Mises, insist-
ing socialism had to fail because dispensing with market valua-
tions would render all rational calculation impossible. Beginning 
in the 1920s, a stellar array of economists (and even some philoso-
phers, such as Otto Neurath) began to argue either for or against 
the proposition that socialist planning was impossible in princi-
ple, owing primarily to epistemic considerations. While we can-
not retrace every twist and turn in that argument here, there are a 
few salient points it will prove useful to remember when it comes 
to discussing the economics of knowledge.

The Socialist Calculation Controversy has sometimes been dra-
matized as a battle between Old World Vienna and the New World 
neoclassicals at the Cowles Commission in the United States.  
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While that plot line is a bit abridged, it will serve for our cur-
rent purposes. For an important phase of its life span— roughly 
from 1938 to 1954— the Cowles Commission was located at the 
University of Chicago, an inconvenient fact that sometimes creates 
problems for people nowadays who use the term “Chicago” to refer 
to a distinct reactionary brand of political economy. In the 1940s 
and 1950s, “Chicago” might refer to the neoliberal circle around 
Aaron Director and Milton Friedman, or it might equally refer to 
Cowles’s high- powered mathematical economics. The Mont Pèlerin 
Society (MPS), founded in 1947, was ground zero in the develop-
ment of neoliberalism, and it enjoyed a significant beachhead at the 
University of Chicago after WWII, owing to the efforts of Milton 
Friedman, Aaron Director, and Allen Wallis.2 Clearly, Chicago was 
an intense and lively place to be around 1950.

The first point necessary to stress is that the Cowles Commission 
soon became the rallying ground for those who sought to rebut and 
refute Vienna, and later the MPS, with regard to the asserted unin-
telligibility of rational thought under socialism. Jacob Marschak, 
who became a research director of the Cowles in 1943, published 
his first article back in Vienna, in 1923, as a response to Mises in 
the calculation controversy. His predecessor as research leader of 
Cowles in the later 1930s, Oskar Lange, published On the Economic 
Theory of Socialism (originally 1936) to upbraid Mises with math-
ematics and neoclassical price theory. Leonid Hurwicz, a central 
character in our drama, actually studied with Mises; his later work 
at the Cowles on mechanism design was promoted explicitly to 
refute him.

As early as 1935, Mises’s protégé Friedrich Hayek mounted a 
counterattack on all those neoclassical market socialists by slightly 
shifting the terms of debate— and here we find the flapping wings 
of the butterfly that would result in a hurricane of chaotic econom-
ics of information late in the century. There was not a single chaotic 
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trajectory; rather, there were at least three different paths of ortho-
doxy, as we shall argue in  chapter 8.

The best, quick place to start any brief account of the Socialist 
Calculation Controversy is with Friedrich Hayek. Today, Hayek is 
quite famous, familiar to viewers of YouTube, denizens of Silicon 
Valley, and members of the Tea Party; but that does not mean these 
modern admirers understand his subtle ideas concerning knowl-
edge and information, and how they changed over his lifetime.

The cardinal insight of the early Hayek was to abandon Mises’s 
strange insistence that all “calculation” whatsoever would be impos-
sible under socialism, and replace it with the seemingly more cred-
ible proposition that it would be impossible to collate and deploy 
all the knowledge required to coordinate the economy as success-
fully as the market managed to do in practice. In other words, he 
transformed what Mises had portrayed as a breakdown of (Max) 
Weberian “Zweckrationality” under socialism into something ini-
tially far less threatening, a species of epistemological difficulty 
endemic under socialism.3 The error of socialism, said Hayek, was 
to try and accomplish something through planning that had already 
been solved by The Market. His proposal to change the subject of 
economics was made compellingly in his 1945 essay “The Use of 
Knowledge in Society”:

What is the problem we try to solve when we try to construct a 
rational economic order? On certain familiar assumptions the 
answer is simple enough. If we possess all the relevant informa-
tion, if we can start out from a given system of preferences, and 
if we command complete knowledge of available means, the 
problem which remains is purely one of logic… . This, how-
ever, is emphatically not the economic problem which society 
faces… . The peculiar character of the problem of a rational 
economic order is determined precisely by the fact that the 
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knowledge of the circumstances of which we must make use 
never exists in concentrated or integrated form but solely as 
dispersed bits of incomplete and frequently contradictory 
knowledge which all the separate individuals possess. The eco-
nomic problem of society is thus not merely a problem how to 
allocate “given” resources … it is a problem of the utilization 
of knowledge which is not given to anyone in its totality.4

Here we witness the birth of the First Commandment of neolib-
eralism. Markets don’t exist to allocate given physical resources, so 
much as they serve to integrate and disseminate something called 
“knowledge.” The Market had ceased looking like a mechanical 
conveyor belt, only to take on the vague outlines of the computer. 
What is striking in retrospect is not so much that this new definition 
of markets swept the MPS; rather, it is the extent to which market 
socialists, especially the ones at the Cowles— the intended targets 
of Hayek, rapidly took it on board. Herbert Simon favorably quoted 
the passage.5 Paul Samuelson claimed in retrospect it was the start-
ing gun of “information economics.”6 Even Bank of Sweden Prize 
winner Robert Solow gave it his imprimatur:

The Good Hayek was a serious scholar who was particularly 
interested in the role of knowledge in the economy… . All 
economists know that a system of competitive markets is a 
remarkably efficient way to aggregate all that knowledge while 
preserving decentralization.7

The fact that this new image of markets as superior information 
processors so comprehensively swept everyone along— neoclassical 
theorists, market socialists, and neoliberals— with almost no seri-
ous scrutiny or skepticism is one of the more astounding facts of 
the latter twentieth century in economics. All you had to do was 
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read a little Hayek to realize he was rejecting the basic approach 
of neoclassical microeconomics from the 1940s onward; but that 
didn’t seem to bother many orthodox economists. A tiny virus of 
meaning injected into economics in the 1940s so thoroughly took 
over that markets became an utterly different species by the 1990s, 
if not sooner.

If we return to our Nobel Prize listing, table  4.1, we can now 
see how the order of the prizes slightly misrepresents the chronol-
ogy of the economics of information. It was Hayek and the Socialist 
Calculation Controversy that came first; then, most of the other 
Bank of Sweden Prize winners responded to this innovation in 
their own idioms and peccadillos, be they the language of MPS or 
the American neoclassical orthodoxy. As some Austrian econo-
mists have observed, “information economics is the most promi-
nent example of how formal theorists have attempted to translate 
Hayek’s ideas into a form easily digested and incorporated by main-
stream economists.”8 Some, like Samuelson and Arrow, got their 
Swedish awards first, but in fact, they were reacting to the preceed-
ing Socialist Calculation Controversy.

Whatever their special innovation, few if any of these enablers 
bothered to expound upon the precise nature of this “knowledge” 
that the market so effortlessly and efficiently processed (as we have 
already witnessed with Arrow), much less bothered to find out 
what Hayek had actually meant by the term. The next generation 
brashly presumed their own personal, idiosyncratic meaning of 
“knowledge” would be abundantly transparent to everyone else, 
and in many instances, could be easily grafted onto neoclassical 
microeconomics. What a lovely paradox:  every economist simply 
presumed that everyone else knew what they were talking about 
when they sang the praises of the magic capacities of the market to 
convey knowledge; but if it were always that easy to get ideas across, 
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in such effortless mental harmony, then who needed The Market in 
the first place?

The place of information in economics was broached in heated 
disputes over the politics and possibilities of socialism. The fasci-
nating thing about this fact is how it all tended to get neglected, 
soft- focused, and even forgotten over the decades, so that theoreti-
cal disputes might appear as low- temperature technocratic proposi-
tions instead. The student should realize, though, that the original 
context always lurked in the background, even generations later.9

The remainder of this book aims to describe how this extraordi-
nary train of events unfolded. We start by recounting Hayek’s own 
struggles with the knowledge concept, then suggest that Hayek 
helped constitute the space of “thinkable information” for both the 
Austrians and the orthodox neoclassical economists. We then sub-
sequently turn to the more familiar orthodox figures, like Arrow 
and Hurwicz and Stiglitz, and reveal how their problem situation 
was shaped by Hayek.
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[6]

 HAYEK CHANGES HIS MIND

Only recently, with the explosion of historical literature on 
Hayek, have we begun to encounter serious scholarly work on 
Hayek’s struggles with epistemology.1 As with almost every other 
major intellectual figure, Hayek changed his position on key the-
oretical terms over the course of his career; and none was more 
consequential than his treatment of knowledge. Interestingly, 
in Hayek’s last book, The Fatal Conceit, he admits, “I confess 
it took me too a long time from my first breakthrough, in my 
essay “Economics and Knowledge” through the recognition of 
“Competition as a Discovery Procedure” and my essay on “The 
Pretense of Knowledge” to state my theory of the dispersal of 
information, from which follows my conclusions about the supe-
riority of spontaneous formations to central direction.”2 So while 
we have his frank admission that his system did not congeal 
around the concept of information until rather late in his career, at 
least in his own mind, we do not have a corresponding historical 
schematic of how it changed in his own writing. Leaning on the 
secondary literature, we will proceed to summarize it as a con-
certo in three movements.

We have already been introduced to the first movement of this 
concerto. Hayek displaced the rather cryptic position of Ludwig 
von Mises in the Socialist Calculation Controversy with the notion 
that knowledge is “dispersed” in such a way that bringing it all 
together in a central planning authority would be difficult— but, 

 

 



H AY EK C H A N G ES H I S  M I N D

67

note well, not impossible. There seemed to be a special kind of 
slippery knowledge, a glistening goo qualitatively different from 
more conventional scientific conceptions, that was local, charac-
terized by special conditions of time and place. It was almost as if 
this species of knowledge was something entropic: an energy that 
grew too diffuse to be readily gathered up and consolidated into a 
useful form.3

Not all knowledge shared this character, said Hayek; but the 
mere fact it existed at all gave him a club with which he could beat 
up the Langes and Marschaks of this world. Sometimes, Hayek 
hinted that the dispersed character had something to do with sub-
jective experience, but at this stage he steered well clear of issues 
of cognitive capacities or capacities to articulate this knowledge to 
others. In this movement, there was very little in the way of actual 
epistemology or formal psychology standing behind the concept. 
Instead, in his famous paper “Use of Knowledge in Society” (1945), 
he proposes to reconceive the market as a “mechanism for the com-
munication of information.” Perhaps this is one reason it seemed 
to appeal to some neoclassical economists, who were more read-
ily inclined to interpret knowledge of this ilk as a “thing” scat-
tered about the landscape, rather like pixie dust too fine to pick up. 
Indeed, most of the favorable citations of Hayek by neoclassical 
economists date from this period.

The next movement in Hayek’s Surprise Concerto happened 
some time around his own return to psychology, published in 1952 
as The Sensory Order. As he tells us in the preface, that book was 
based on a student paper he had written thirty years previous, which 
“contained the whole principle of the theory I am now putting for-
ward.”4 At this stage, Hayek entertained the notion that much of 
human knowledge is not only inarticulable but also tacit and inac-
cessible to self- examination. As he complained, “It has undoubt-
edly been unfortunate for the development of psychology that the 
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distinguishing attribute of its object was long to be considered the 
“conscious” character of experience,”5 something he believed he 
could counteract.

Much of his revised attitudes concerning knowledge seem to 
have occurred during his stint at the Committee on Social Thought 
at the University of Chicago. In brief, Hayek there sought to revive 
the old, discredited associationist psychology of the late eighteenth 
and early nineteenth century, by suggesting that the mind was little 
more than sets of hierarchies of systems of classifier algorithms, 
which were opaque to the thinker.6 He also had been in contact with 
Michael Polanyi at the early MPS meetings, and had come across 
Gilbert Ryle’s distinction between “knowing how” and “knowing 
that” in Ryle’s Concept of Mind (1949). He began to explore varia-
tions on “tacit” or nonarticulable knowledge, not so much by explic-
itly following Polanyi or Ryle on this topic as by building his own 
idiosyncratic theory of mind upon a foundation of classifier systems 
about which the subject was not even aware, but regularly made use 
of in order to interact with the environment.7

From this point forward, Hayek began to play fast and loose 
with the concept of consciousness, inverting the then- popular 
Freudian frame tale that the unconscious was a soup of barely acces-
sible urges upon which rested a fragile vessel of rational thought; for 
Hayek, it was rationality that was largely unconscious, with conscious 
perception and drives constituting the veneer of intentionality and 
desires floating on top of the sea of obscure and inaccessible rule 
structures. Thus, the types of knowledge that mattered most were 
inarticulate and largely inaccessible to the thinking agent.

It was also precisely at this juncture that Hayek began making 
explicit references to evolutionary theory as the basis of his entire 
philosophy. The reason behind this shift was that Hayek sought 
to propound that the individual mind did not actually choose the 
rules that worked the best; that was done either through a sort of 
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quasi- evolutionary selection of life success at the individual level 
reinforcing the relevant classifier rules, or more frequently, through 
natural selection’s weeding out the individuals with unfit rules 
in favor of those individuals lucky enough to come previously 
equipped with superior classifiers. It was, not to mince words, a 
harsh version of social Darwinism.

It is important to understand how this refracted the very notion 
of radical ignorance as a natural state of being for humankind in the 
later political economy of Hayek.8 In this conception, the process 
of coming- to- know became largely disengaged from the knower, 
with most of the action happening at the subconscious level. As 
he wrote in his “Primacy of the Abstract,” “the formation of a new 
abstraction seems never to be the outcome of a conscious process, 
not something at which the mind can deliberately aim, but always a 
discovery of something which already guides its operation.”9 Here, 
the celebrated philosopher of freedom postulated a grim species of 
predestination that would make even Calvin blush. The political 
implication was clear: if an individual mind could not even reliably 
plan or organize its own pathway of learning through life, it would 
exhibit contemptible hubris to think it could ever plan the lives of 
others, much less a whole economy. Knowledge here was no longer 
like entropy or pixie dust; now it resembled a great submerged ice-
berg, nine- tenths of it invisible, and all of it frozen into place eons 
ago, with only minor changes around the margins when it jostled up 
against other icebergs.

How did these lumbering monads ever manage to commu-
nicate, much less live in societies that displayed any reliable level 
of organization? That question was finally answered in the third 
movement of Hayek’s Surprise Concerto. Strangely for a doctrine 
that started out so concerned about respect for the inviolate indi-
vidual and his or her subjectivity, the late Hayek rendered his sys-
tem internally coherent by admitting that some knowledge did not 
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really persist at the level of the individual mind, for the most part, 
but was processed and invested with meaning at the supra- personal 
level. In a catch phrase, since so much that people actually knew 
was inaccessible to them, the only entity that really was capable of 
judging and validating human knowledge was The Market. The key 
turning point, as Hayek informs us in The Fatal Conceit, was his 
essay “Competition as a Discovery Procedure” (1968):

[Epistemology is governed by] competition as a procedure for 
the discovery of such facts as, without resort to it, would not be 
known to anyone…. The knowledge of which we speak consists 
rather of a capacity to find out the particular circumstances, 
which becomes effective only if the possessors of this knowledge 
are informed by the market which kinds of things or services are 
wanted, and how urgently they are wanted… . Knowledge that 
is used [in a market] is that of all its members. Ends that it serves 
are the separate ends of all those individuals, in all their variety 
and contrariness.10

No longer was knowledge being treated as an elusive thing by 
Hayek, scattered about in an inconvenient matter; in this version, 
not only is much human knowledge unable to be retrieved from 
within by the individual in question but, indeed, there exists a spe-
cies of knowledge not “known” by any individual human being at all. 
Here we are cosseted in the realm of Donald Rumsfeld’s infamous 
“unknown unknowns.”11

Now what is the message here? The message is that there are no 
“knowns.” There are things we know that we know. There are 
known unknowns. That is to say, there are things that we now 
know we don’t know. But there are also unknown unknowns. 
There are things we don’t know we don’t know. So, when we do 
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the best we can and we pull all this information together, and we 
then say “Well, that’s basically what we see as the situation,” that 
is really only the known knowns and the known unknowns.
The only recourse of the rational individual in this subpar situ-

ation is primarily to acquiesce to the dictates of signals conveyed 
by The Market, which hint at deeper truths than most humans will 
ever know.

But what is this depersonalized and deracinated supra- human 
knowledge but a new virtual kind of information? This, we think, 
explains Hayek’s rather uncharacteristic reversion to replacing the 
term “knowledge” with “information” in his last work, Fatal Conceit 
(1988). There, he wrote:

Comprehending the role played by the transmission of infor-
mation (or of factual knowledge) opens the door to under-
standing the extended order. Yet these issues are highly 
abstract, and are particularly hard to grasp for those schooled 
in the mechanistic, scientistic, constructivist canons of ratio-
nality that dominate our educational systems.12

Sometimes, when it came to this ectoplasmic information, the 
late Hayek lapsed into his scientistic mode, where evolution had 
winnowed the elusive truth out of human frailty; but other times, 
he reverted to full religious mystery: “spontaneous order … cannot 
be properly said to have a purpose … known to any single person, 
or relatively small group of persons.”13

Some latter- day Austrians have argued that entrepreneurs are 
just “smarter” than any dedicated intellectual, since they are mari-
nated in this information and thus quicker to respond to market 
signals.14 Yet, almost by definition, there is no instrument available 
to humankind to “test” this proposition. As with all the great world 
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religions, the sole and final terminus for the skeptic is to surrender 
to faith: The Market as a super information processor knows more 
than we could ever begin to divine.

One might aver that this is an egregiously idiosyncratic tra-
jectory, the ruinous road to the conflation of pervasive ignorance 
with virtue, something that would never, ever be followed by any 
prudent rational choice orthodoxy in economics nor, indeed, any 
scientific thinker.15 The modern economist often claims to like the 
early Hayek, but thinks he studiously avoids the later Hayek. In 
this book, we beg to disagree: the historical record is far richer than 
that. Indeed, what we will refer to from now on as the “Hayek tra-
jectory” constitutes one axis of the conceptual space of “informa-
tion thinking” that we shall proceed to put to use in organizing the 
subsequent history of orthodox information economics. On this axis, 
“information” goes from being merely difficult to retrieve, to being 
partly inaccessible, to becoming finally so transcendent no one can 
really know it. While Hayek and the neoliberals were primarily 
responsible for this epistemology axis, it was the nouvelle vague of 
neoclassical microeconomists at Cowles that was primarily respon-
sible for the technical axis of multiple mathematical instantiations 
of information, the subject of the next two chapters.
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[7]

 THE NEOCLASSICAL 

ECONOMICS OF INFORMATION 

WAS INCUBATED AT COWLES

We can imagine many readers who are not of an Austrian per-
suasion beginning to wonder just where this particular story is 
headed, and more important, whether it is going to confront what 
“most people” think is the real, practical content of modern ortho-
dox economics of information, such as asymmetric information, 
game theory, incentive compatibility, and so forth. Rest assured; 
we have finally arrived at the juncture where the hallmark doc-
trines begin to make their appearance. All the standard protag-
onists are here— Arrow, Marschak, Hurwicz, and others— yet 
Hayek turns out to be influential in this story because of a curi-
ous quirk in the history: the standout group of neoclassical high 
theorists who successfully established Walrasian general equilib-
rium models as the Ten Commandments of the nascent postwar 
American orthodoxy were self- professed market socialists— at 
least in the 1940s and early 1950s.

There is, as yet, no really comprehensive history of the role 
of the Cowles Commission in the development of economics in 
the United States.1 The Cowles Commission was chartered in 
Colorado Springs in 1932 by the businessman Alfred Cowles, ini-
tially to serve as a sort of boutique research unit to argue against 
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the Depression- era National Recovery Administration (NRA), to 
pursue monetary reforms, and to explore what went wrong with the 
stock market. When Alfred Cowles himself was forced to move to 
Chicago in 1939, he worked out a deal with University of Chicago’s 
President Robert Hutchins and trustee Laird Bell to have the unit 
enjoy a semi- formal relationship with the university.2 Economics 
faculty members Oscar Lange, Jacob Mosak, and Gregg Lewis were 
given positions as part- time staff, which began to change the tenor 
of work being done there. It was only at this juncture that Cowles 
became narrowly neoclassical in theoretical orientation, although 
this stance was not yet common in the United States. World War 
II had severely depleted the staff at Cowles, and by the mid- 1940s, 
its continued existence was in doubt. A new round of hiring, begin-
ning with Leonid Hurwicz in 1944 (after serving as an assistant to 
Lange and Theodore Yntema), and Jacob Marschak in 1943, began 
to recast the unit in its more recognizably modern guise, and in 
turn, staff the commission with new economics faculty. That novel 
identity was cemented in place with the appointment of Tjalling 
Koopmans as research director in 1948 (having been appointed 
associate professor at Chicago in 1946), and the forging of direct 
ties with RAND and the military thenceforth.3 Kenneth Arrow was 
a research associate in 1947, and was appointed to the faculty in 
1948, at which point Cowles was permitted to propose faculty hires 
solely from within the unit.

With hindsight, we now can appreciate that the Cowles 
Commission was the citadel of this political movement to forge 
a market socialism— at least until that organization picked up 
and moved to Yale in 1955. This position had at least two signal 
implications.

First, Cowles members jointly and severally felt they had to 
respond to, and possibly refute, Hayek and the MPS representa-
tion at the Chicago economics department, because the Socialist 
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Calculation Controversy was the greatest intellectual threat 
to their vision for the role of the scientific economist in soci-
ety. Furthermore, stoking their motivation from 1950 onwards, 
Hayek was physically there, on the ground at Chicago, lodged in 
the Committee on Social Thought. In essence, Austria had come 
to Chicago, to the consternation of all and sundry. Marschak and 
Hurwicz had already clashed with Hayek and comrades well before 
this galling development; now they inhabited the very same cam-
pus. As early as 1940, Hurwicz found the economists at Chicago 
“very reactionary and orthodox. I met Viner, Knight and the other 
local celebrities … and didn’t think very much of them.”4 Marschak 
had been one of the readers for the University of Chicago Press of 
Hayek’s manuscript of Road to Serfdom; he did recommend publi-
cation, but made clear his disagreements with its contents, noting 
“the book is almost exclusively critical, not constructive.”5

Marschak opposed creating a Frank Knight chaired professor-
ship at Chicago, on the following grounds: “it is probably unavoid-
able that in filling a Frank H. Knight chair preference would have to 
be given— always, or at least for the next twenty years— to follow-
ers of a particular orientation in economic policy, even when can-
didates of higher scientific objective merit were available. Would it 
be possible to honor the great Martin Luther’s memory by a chair 
and offer it to an outstanding Catholic thinker?”6 Others at Cowles 
were no less stalwart in their commitment to refighting the Socialist 
Calculation Controversy after World War II. Tjalling Koopmans 
prefaced the proceedings of the Cowles conference on “linear pro-
gramming” with the following observation:

Particular use is made of those discussions in welfare econom-
ics (opened by a challenge of L. von Mises) that dealt with the 
possibility of economics calculation in a socialist society. The 
notion of prices as constituting the information that should 
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circulate between centers of decision to make consistent allo-
cation possible emerged from the discussion by Lange, Lerner 
and others.7

There is plenty of evidence the Cowlesmen (many of whom 
were European exiles) were feeling a little embattled at Chicago, 
especially after the war. Even Arrow, the home- grown Cowlesman 
has testified to his political motivations at that juncture:

On returning from military service, I planned to write a dis-
sertation which would redo Value and Capital properly, a 
very foolish idea. I had two motivations. One was to supply a 
theoretical model as a basis for econometric estimation. The 
other was a strong interest in planning. I would have described 
myself as a socialist, although one that had a strong belief in 
the usefulness of markets. Market socialism was a widespread 
view. Hotelling held it. It had been popularized especially by 
the works of O. Lange.8

Second, the Cowlesmen believed they would accomplish this 
political task not by following Hayek and the others into the thick-
ets of some school or other of formal psychology, but instead, by 
producing their own, purpose- built version of the mathemati-
cal utilitarian mind, developing a novel “decision theory” based 
upon avant garde natural science currents contemporary with their 
efforts. Much of what passes for modern decision theory, therefore, 
had its origins not in economics per se but, rather, in operations 
research, growing out of WWII.

Recalling the insight of Hunter Heyck, the military was inclined 
to shift the focus from the mental state of the chooser to the 
choice as a freestanding phenomenon worthy of study; operations 
research was the vessel that supported the reorientation.9 Because 
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Cowles developed a close and lasting research cooperation with the 
military at RAND starting in 1948, it was specifically the Cowles 
branch of American neoclassicism that introduced operations 
research into economics, and later, into business schools across the 
nation.10 The history of the military inspiration of “rational choice” 
cited in  chapter 1 documents this fateful nexus.

Thus, we observe that it was heavily over- determined that it 
would be Cowles economists who were initially recruited to the 
front line, dedicated to confronting the nature of “information” in 
economics, not because they were especially subtle specialists in 
epistemology but, rather, because their patrons promoted it, their 
politics dictated it, and everything about their own commitments 
as to what a scientific economics required demanded they take a 
position on it. This even extended to their defense against the most 
withering criticisms of neoclassical theory in the American con-
text, most of which had emanated, not from Austrians, but from the 
American Institutionalists.

The Cowlesmen had decided by the late 1940s that the 
Institutionalists were their immediate sworn enemies— to an 
even greater degree than the Marxists. In a catch phrase, those 
obstreperous Institutionalists had accused the earlier neoclassicals 
of tying themselves in cognitive knots. In the early twentieth cen-
tury, went the accusation, neoclassical theory had reached a strange 
impasse.11 By early century, neoclassical economists wanted to 
renounce any dependence upon psychology, rejecting the guise of 
“utility” as a mental phenomenon. But simultaneously, they sought 
to address the common complaint that their theory was epistemi-
cally implausible— that it was a theory simply assuming “perfect 
knowledge” of desires, prices, and possibilities, in order to place 
“knowledge” out of bounds of the theory. How could there be 
such a “brainless/ mindless” type of knowledge, built up around 
noncognitive “preferences”? How could such passive brain- dead 
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zombie agents “know” that the market gave people what they really 
wanted? This was the conundrum that launched a thousand leaky 
vessels at Cowles.

The lead vessel in the armada contained a rather simplistic 
notion:  treating information as a “thing” subject to market orga-
nization initially seemed to offer a blissful resolution beyond the 
impasse. Such an object- oriented construct was only the first draft 
of a formal incorporation of information into economic theory. But 
in conjuring information as fugible object, neoclassical theory took 
another vertiginous turn at Cowles, one which we can only gesture 
toward in this narrative.

It has now become commonplace among historians of econom-
ics to realize that before the early twentieth century, both classical 
and neoclassical economics were past- oriented. That is, the values 
realized today were explained as the consequences of events that 
had happened yesterday, in the past:  labor values were due to past 
infusions of labor; Marshallian supply prices were the consequence 
of prior production and investment decisions; “final degree of util-
ity” was the consequence of prior consumption choices. From Frank 
Knight’s Risk, Uncertainty and Profit ([1921] 1964), price theory 
swiveled 180 degrees on the time axis, and economic theory rather 
quickly instead became future- oriented. One way to summarize this 
curious transformation is that it subsequently became commonplace 
to assert that events which had not yet happened could come to influ-
ence economic decisions in the present, in a kind of spooky action- 
at- a-  distance. Past decisions, by contrast, were treated as irrelevant 
bygones, “sunk costs” no longer meriting consideration.

The introduction of inductive statistics from the 1930s forward 
reinforced this dramatic sea change, in the sense that current val-
ues would henceforth be said to embody an irreducible component 
of prospective future risk. Keynes claimed that much of the break-
downs of the 1930s were due to irreducible uncertainty about the 
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future. Once probability theory was married to utility theory in the 
1940s— a specialty at Cowles— their “knowledge” became knowl-
edge about the future consequences of current decisions, and it fed 
back directly into those decisions. If the inscrutable future was con-
ceived to cause economic changes in the present, then “information” 
became the number one causal cue though which this happened.

The conception of information as embodied in a technology of 
inductive inference was the second version of a formalized econom-
ics of information. A  third draft of the economics of information 
grew out of experience with the early digital computer at RAND 
and Cowles. All of these components came together at the postwar 
Cowles Commission.

THE DRAMATIS PERSONÆ

The advent of information processing at Cowles was the conflu-
ence of a far more complex set of events than the spare vignettes 
recounted here, and cannot be done justice in a few paragraphs.12 
Nevertheless, a crude gloss would point to the fact that Jacob 
Marschak, Kenneth Arrow, Herbert Simon, Stanley Reiter, and 
Leonid Hurwicz (among others) were all heavily influenced by 
contemporary developments within cybernetics (see table 7.1); but 
that they all started out (under the influence of Claude Shannon 
and RAND) by treating information as a fungible commodity— 
“Uncertainty usually creates a still more subtle problem in resource 
allocation; information becomes a commodity,”13—only to rather 
rapidly back off from this option (although never entirely denounc-
ing it), then to subsequently transfer allegiance to conflating infor-
mation processing with statistical induction.

This move was something they learned by watching the opera-
tions researchers; but it was also closely related to their retreat from 
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a full- blown econometric empiricism (for which they had originally 
gained recognition) in favor of models of the economic agent as a 
miniature econometrician. At that point, the original Cowles team 
spun off into various semi- unrelated research programs into the eco-
nomics of information, as the allure of purely epistemic econometrics 
palled. Eventually, however, Cowles members in various combina-
tions would conduct reconnaissance into all three technical para-
digms of information analysis, as enumerated in the next chapter.

One should not glean a mistaken impression of fleeting atten-
tion from the limited span of time some of the figures listed in  
 table 7.1 spent at Cowles; their sojourn in Chicago was decisive 

Table 7.1 COWLES COMMISSION MEMBERS AND THEIR 

INFORMATION ENTHUSIASMS

Cowlesmen Period at Cowles Information Innovations

Jacob Marschak 1943– 1960 Economics of information, 
team theory, early 
experimental economics

Leonid Hurwicz 1942– 1951 Incentive compatibility, 
mechanism design

Kenneth Arrow 1947– 1950 Moral hazard, many 
papers on information

Stanley Reiter 1948– 1950 Mechanism design, 
computability

Herbert Simon 1947– 1949 Artificial intelligence, 
bounded rationality, 
computation
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for each of them when it comes to information economics. Let 
us very briefly explore this landscape as it developed in the criti-
cal period 1948 to 1954. We shall begin with Tjalling Koopmans, 
who does not really make our league table, but helped set the stage 
nonetheless.

Tjalling Koopmans

Some members of Cowles started out believing that the existing 
Walrasian model, as formalized by Arrow and Debreu, was sufficient 
in and of itself for refutation of Hayek’s proposed revision of the mar-
ketplace of ideas. Tjalling Koopmans adopted the position that the 
Walrasian model then being reformulated at Cowles by Arrow and 
others actually showed that agent cognition was effectively unneces-
sary, since the individual agent only needed to know his own prefer-
ences and parametric prices in order for equilibrium to obtain:

[O] ne can in particular interpret the proposition as a statement 
of conditions under which the simplicity of incentive structure 
and the economies of information handling characteristic of a 
competitive market organization can be secured without loss 
of efficiency of allocation… . The price system carries to each 
producer, resource holder, or consumer a summary of informa-
tion about the production possibilities, resource availabilities 
and preferences of all other decision makers. Under the condi-
tions postulated, this summary is all that is needed to keep all 
decision makers reconciled with a Pareto optimal state once it 
has been established.14

Perhaps the most incongruous aspect of this assertion was its 
utter lack of connection to the Cowles stated political orientation 
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of market socialism, or its justification. Somehow arriving at this 
amazing state of coordination dispelled any need for communica-
tion or thought. Koopmans’s endorsement of the amazing pow-
ers of general equilibrium came a little too close to sounding like 
Hayek, which may explain why the other Cowlesmen so notice-
ably distanced themselves from this brutally limited construal of 
“information.”

Other members of Cowles were not quite so publicly confident 
that their sanctioned heritage of Walrasian models adequately 
addressed this supposed exquisite effortless economy of infor-
mation. Marschak and Hurwicz in particular were more inclined 
toward doubt, and Arrow (as usual) began to cast about for vari-
ous glitches that frustrated the welfare theorems. Much discus-
sion within Cowles initially sought to bundle together the various 
worries and qualms onto the Procrustean bed of uncertainty, and 
one can observe by the mid- 1950s Koopmans first floated the trial 
balloon of blaming this insufficiency on “missing markets” (later 
popularized by Arrow):

Here, perhaps the most crucial kind of uncertainty … arises 
from the lack of information on the part of any one decision- 
maker as to what other decision- makers are doing or deciding 
to do. It is a puzzling question why there are not more markets 
for future delivery through which the relevant information 
about concurrent decisions could circulate in an anonymous 
manner.15

Jacob Marshak

Koopmans was nowhere quite so daunted by these problems as 
Jacob Marschak, about whom “on many occasions during the 1950s 
and 1960s we heard economists question whether Marschak had 
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not actually left economics for other disciplines, such as psychol-
ogy [or] information science.”16 Yet, far from being a flighty dilet-
tante or fickle fellow traveler, Jacob Marschak was situated at the 
very core of the Cowles project in the 1950s. For someone whose 
allegiance to the Walrasian orthodoxy was never in doubt, even to 
the point of rejecting Keynesian economics,17 Marschak seemed 
painfully sensitive to the ways in which “information” might disrupt 
economic equilibrium. Because he had participated in some early 
decision theory experiments at RAND and elsewhere, perhaps to a 
greater degree than his comrades he appreciated the latent empirical 
failures of decision theory and its offshoot, the theory of expected 
utility. He early on adopted a stance that has later become second 
nature in the rise of “behavioral economics”:  “If we know what 
makes people more or less logical or mathematically inept or poor 
decision makers, we may also find out how best to enable them to 
learn the ‘recommended’ type of behavior … The normative and 
descriptive analyses complete each other.”18 This convenient fusion 
of the normative and descriptive into a tautology might be instituted 
by means of elaborations upon the notion of “information,” or so 
Marschak hoped.

Marschak tentatively tried out various paths toward reaching 
his own grail of an economics of information (and he was one of the 
earliest American economists to use the term19), but none of them 
seemed to pan out:  first, he struggled with subjecting Shannon 
information to a supply/ demand framework, only to reject that; 
and then subsequently entertained the Blackwell formalism, which 
suggested an instrument reading was more informative if it could 
distinguish observations over a finer partition of the state space of 
possibilities, only later to reject it; later he dallied with the idea of 
transactions costs as capturing informational issues; he also pio-
neered a computer/ organization metaphor in the format of what he 
dubbed “team theory.”
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Marschak taught one of the very first courses anywhere on The 
Economic Theory of Information and Organization at Yale in the 
late 1950s, even using Ross Ashby’s Introduction to Cybernetics as a 
required text. He corresponded with AI progenitor John McCarthy 
concerning his paper “Measure of the Value of Information” in 1957.20 
He was among the first to participate with professional psychologists 
in experiments designed to test the limits of decision theory, back 
when that was still an anathema within the economics profession.

As late as 1966, he was still mulling over the relative merits of 
what we shall argue in  chapter 8 were two of the three major options 
for a formal neoclassical theory of information in that era:

Currently, my primary pet project is “Economics of 
Information” and in particular the question why commu-
nication engineers like to use the entropy formula (pre-
sumably needed for purposes of mass producers, not the 
individual users, of communication equipment) while stat-
isticians and other users must either specify the individual 
loss function or content themselves with the partial order-
ing of information systems (also called “experiments”) that 
is induced by Blackwell- Girshick’s “greater informative-
ness” relation.21

Marschak’s conundrum was that his experimental work had 
induced him to become rather skeptical when it came to game the-
ory, so he decided he had to concoct a special new field of mathe-
matical economics in order to explore the fine points of information 
economics; he called it “team theory.” As early as 1954, he revealed 
the centrality of “information” to his concept:

In a team of executives, each member has to decide something 
different. These decisions determine an expected joint reward 
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(payoff) received by the team, and depend on the distribution 
of information (Who learns what?) among the several part-
ners, and on the decision rules … that determine the response 
of each partner to the information content he receives. The 
distribution of information depends on the team’s communi-
cations network and the coding rules used in operating it, and 
therefore a cost is attached to every form of the distribution of 
information. The team problem consists in choosing simulta-
neously a distribution of information and a set of decision rules 
that yield, in conjunction, the highest expected reward to the 
team, net of communications costs.22

Marschak’s “team theory” never really caught on in econom-
ics (or anywhere else, for that matter), even though he devoted 
substantial efforts to its elaboration; but in retrospect, we might 
entertain it as a somewhat deformed and distended version of what 
came to be known much later as “mechanism design.” But having 
glimpsed the gleaming shore, Marschak never himself entered the 
Promised Land.

Leonid Hurwicz

Because the specific development of mechanism design and the 
path of its progenitor, Leonid Hurwicz, subsequently became so 
very central to the history of information economics, we will per-
force postpone the extended saga of Hurwicz until  chapter  9. (A 
tutorial concerning the mathematics of information is a prereq-
uisite to understand the full story; that is provided in  chapter 8.) 
However, we shall indulge in some preliminaries concerning the 
influence of Cowles by demonstrating that Hurwicz was already 
deep into “information processing” at the crucial juncture of the 
early 1950s, and was discussing it with Marschak, a fact illustrated 
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by the following research outline provided to Marschak, entitled, 
“Economic Decision- making Processes and their Organizational 
Structure of Uncertainty”:

The research outlined in the present note is focused on 
decision- making under uncertainty. The emphasis is, however, 
not so much on the criteria of optimality among alternative 
choices as on the technology of the processes by whereby deci-
sions are reached and choices are made. Under the customary 
conditions of “rationality,” the final decision is preceded by 
certain operations which may, in general, be characterized as 
information processing … when the information processing 
aspects of the problem are taken explicitly into account it is 
found that the concept of “rational action” is modified. This 
is true even when applied to the action of a single individual, 
but it comes particularly interesting when considered in situa-
tions involving many persons… . The uncertainty need not be 
generated by external factors like weather prospects: it may be 
man- made.23

The politics of this nascent move seemed somewhat more 
promising. Hurwicz in the early 1950s was feeling his way toward 
an account where it was not so much explicit cognitive issues but, 
rather, the accessory technologies that hindered the grand optimum 
promised by Walrasian general equilibrium.24 “Market socialism” 
might then take on a much less threatening coloring of provision 
of “technological augmentation” of existing markets to achieve full 
Pareto optima, all in the name of capacities for information pro-
cessing. Compared to Marschak, it was not so much the “team” that 
was at fault as it was the accompanying hardware used to convey the 
price and data messages.
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The intention at Cowles back then was still to make use of 
Walrasian general equilibrium theory in an effort to rebut the polit-
ical claims of Hayek; yet some bad news on the theoretical front 
began to queer the market socialist pitch. As a result of the math-
ematical counterexamples of Herbert Scarf and David Gale in the 
1960s, it became clear that the Cowlesmen could give no general 
dynamic account of global convergence of Walrasian dynamics to 
a general equilibrium, especially since Hurwicz had been collabo-
rating with Arrow on precisely this question. The legitimacy of full 
Walrasian equilibrium as the benchmark of ultimate market suc-
cess would, therefore, seem to have been put at risk. Rather than 
give up on the Walrasian project, Hurwicz sought a way to “build 
in” sufficient stability to encourage convergence to an optimum, by 
conceiving of an economic system loosely as a “convergent com-
putational system.” It was, therefore, Hurwicz who first appropri-
ated the Cowles fascination with information and parlayed it into a 
major subfield of economics, now called “mechanism design.”

This set of developments has turned out to be so central to 
the subsequent history of orthodox information economics that 
we shall of necessity postpone the details until a later chapter. Yet 
there is one aspect of Hurwicz’s turn that is so idiosyncratic, and 
yet bearing the unmistakable Cowles stamp, that we must raise it 
here. Rather than explore a concertedly computational approach to 
information in the economy, Hurwicz’s “mechanism design” stud-
ied communication within a tâtonnement- type market system— 
only now, with the auctioneer gaining the ability to communicate 
further information than just prices alone. In effect, the commis-
sar was recast as the Great Megaphone. For Hurwicz, the problem 
with The Market was that its convergence to a Pareto optimum 
would be thwarted by pesky indivisibilities and nonconvexities; 
and since these conditions are reputedly not very rare, it should be 
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possible to find another “adjustment process” that could do better. 
Market socialism (broadly speaking) might offer a way to improve 
matters, but one could object to such proposals on informational 
grounds. The point of “mechanism design” was initially to find 
other adjustment processes that could improve upon performance 
of The Market without imposing too burdensome a communication 
requirement.

These studies quickly became wrapped up in considerations of 
“decentralization,” which had concerned Hurwicz since his earlier 
work on activity analysis (in 1950).25 Once market socialist pro-
posals underwent redescription as informationally decentralized 
mechanisms, it became an accepted creed of Cowles market social-
ists that they, like Hayek, rejected a centralized solution. Socialism 
thus began to shed its more conventional connotations, and grew 
distant from any political theory.

But what was the appropriate principle by which to demarcate 
“centralization” from “decentralization?” Establishing something 
like this was of fundamental importance to a project that hoped to 
generate alternative “market- like” non- market  allocation mecha-
nisms, where “market- like” was understood to be “decentralized.” 
Hurwicz proposed various definitions of this decentralization, 
none of which turned out to be especially persuasive, and he was 
eventually brought to admit, “it is more interesting to see what 
questions can be asked given a (not the) concept of information 
decentralization.”26

Presumably it had something to do with the “costs” of trans-
mission, which in practice was conceived as the size or dimension-
ality of the message space. Eventually, the coterie of mechanism 
designers around Hurwicz settled on conceiving decentraliza-
tion as implying a limitation on “channel capacity,” and then 
attempted to ascertain how such limitations restrict the perfor-
mance of mechanisms. By drawing attention to the importance of 
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restrictions in channel capacity, which was viewed “analogously 
to a limitation of the (cross- sectional) diameter of a pipe restrict-
ing the flow of a fluid through that pipe,”27 the image before these 
nascent mechanism designers was, essentially, that of Shannon’s 
information theory. The doctrine that emerged in this tradition 
was the view that there was a trade- off between performance and 
information costs, which was deemed the real message of the eco-
nomics of information.

Herbert Simon

But that did not exhaust the various mutations of “informa-
tion” at Cowles. The figure of Herbert Simon represents an even 
more dramatic reprocessing of “information” into whole new 
disciplinary imperatives, certainly by contrast with Marschak 
and Hurwicz. The intellectual path of Simon shows us how the 
various influences and problem situations ricocheting around 
Cowles could lead in an entirely orthogonal direction, as long 
as you gave up the severe commitment to maintain fealty to the 
Walrasian model.

Simon’s trajectory is wonderfully covered in his own autobi-
ography,28 so we provide only a brief summary here. Simon was an 
odd duck in the Cowles flock:  a political scientist specializing in 
organization theory, but really a polymath. He was invited to sit in 
at Cowles by William Cooper, while teaching at the Illinois Institute 
of Technology in Chicago. It would be a challenge to enumerate all 
the ways he was an outsider to that conclave, but perhaps the most 
salient was his abiding skepticism toward basic neoclassical micro-
economics. In an extremely roundabout manner, this eventually led 
him to become one of the most important figures in the history of 
twentieth- century information processing, as one of the three or four 
founders of the field of artificial intelligence.
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Simon did credit his time at Cowles with reorienting his 
research toward information processing, both in his autobiography 
and in response to a questionnaire from Clifford Hildreth:

Perhaps the greatest impact of the Cowles exposure on me was 
to encourage me to try to mathematize my previous research in 
organization theory and decision making— especially the the-
ory developed in Administrative Behavior. I  think this project 
was on the agenda anyway, but the Cowles contact certainly 
egged me on and gave it higher priority… . During the period 
1950– 56, I  was doing at least as much economics research as 
research in management and organizations… . The stint as an 
almost full- time economist was certainly brought about by my 
involvement with the Cowles Commission, and later, through 
the Commission, my association with the RAND corporation. 
The final unanticipated consequence of these events was to 
turn me away from economics toward psychology, as my inter-
est in decision making led me to see the need for empirically 
based theories of human problem solving, and as my RAND 
consulting brought about my association with Allen Newell 
and computers.29

While most scholarly attention has been devoted to his achieve-
ments after his conversion experience with the computer at RAND, 
our interest here is the underdeveloped narrative of Simon’s run- up 
to that watershed at Cowles, and its relationship to “information.” 
While always believing that the rational choice model was a terrible 
representation of human thought, one way that Simon fit in was that 
he, too, was at heart a market socialist. However, he approached his 
socialism from the side of organization theory and decision making 
in organizations. Cowles was at the center of all kinds of ferment 
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in mathematical modeling these issues, and this is what attracted 
Simon to them in the later 1940s. Furthermore, the young Simon 
harbored ambitions to model human rationality as it functioned in 
social situations, without much in the way of previous guidance.

One focus of Cowles attention in the late 1940s was game the-
ory, and various mathematical ideas of John von Neumann. Simon 
was one of the phalanx of Cowlesmen to review Theory of Games and 
Economic Behavior (1944) soon after its appearance; but he was very 
disappointed in the book as a theory of organization— something 
concerning which he had very strong opinions early on.30 The axi-
omatization of expected utility theory found therein also did not 
appeal. But one thing that did capture his imagination was von 
Neumann’s proselytizing for the newfangled electronic computer, 
something well represented in Cowles records. Yet, he was further 
stymied when von Neumann concurrently rejected the computer 
as a model of the brain, or of psychology in general. The solution to 
his conundrum came when military work at RAND exposed him 
to the machine psychology of the man/ machine interface at the 
Systems Research Lab, and consequently he arrived at the position 
that the scientific objective was to simulate human thought, while 
ignoring basic questions about mind and psychology. This is what 
it meant to be an information processor: “we began more and more 
to see decision- making processes as essentially the same as problem 
solving processes.”31 By his own admission, simulation of heuris-
tics of actual reasoning was good enough to constitute a “theory” 
of intelligence— hence, the designation “artificial intelligence.” 
Once he arrived at that epiphany, he built a school around him at 
Carnegie Mellon University that explored man/ machine heuristics 
in greater detail, but also used the template to develop a theory of 
the corporation patterned on computer metaphors of hierarchy and 
information processing.
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It will be significant for what follows that, although the computer 
was indispensable to virtually everything that Simon accomplished 
in social theory after 1955, it was always as a platform for simula-
tion, rather than as a full- blooded application of formal theories 
of computation to mental phenomena. Simon was intermittently 
dismissive of those who sought to apply Turing computability to 
mental processes: “It gradually dawned on computer scientists that 
the decidability question was not usually the right question to ask 
about an algorithm or a problem domain.”32

It is noteworthy that it was renegade Cowles affiliates (such as 
Alain Lewis, Roy Radner, and Gerald Kramer), and not members 
of the other twentieth- century schools of neoclassical economics, 
who came to the early realization that tinkering with the utility 
framework was just too timid a response to the challenge of infor-
mation, and who struck out to construct a more full- blooded cogni-
tive model. Simon, for instance, kept insisting that rationality was 
“bounded.” Yet it was also plain that the closer the figure was to 
the inner circles of Cowles orthodoxy, the more loathe they were to 
apply explicit computational analysis to the logic of the constrained 
optimization of utility.

One might, like Simon, suggest that maximizing utility was 
empirically implausible; but figures such as Lewis and Kramer, who 
insisted it was mathematically computationally impossible, were rap-
idly consigned to utter obscurity.33 This massive blind spot concerning 
computation was also distinctively constitutive of what “information 
processing” meant at Cowles in the later twentieth century.

Kenneth Arrow

In our Cowles roster, it was not always the person who innovated 
the most profound contributions who ended up wearing the laurels 
when it came to retrospective honors in the history of the economics 
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of information. In any event, for the average orthodox economist 
(and the external spectator), it was Kenneth Arrow who eventually 
became the Cowles poster boy for an economics of information; 
and indeed, many of the themes covered here would be found in his 
work at one time or another: information as thing- like commodity, 
information as public good, knowledge flaws due to missing mar-
kets, cognition as intuitive statistics, tacit knowledge in the guise 
of learning- by- doing, decision theory as ersatz psychology, the 
Blackwell formalism, asymmetric information and moral hazard, 
bounded rationality, complexity theory, and even (a brief flirtation, 
quickly repudiated) cognition as computation. If one does not look 
too comprehensively at his oeuvre, one can find some modicum of 
support for just about any subsequent orthodox approach to the 
economics of information one might care to promote; and this may 
account for some of Arrow’s popularity within the profession.

The irony of the profession’s praise of this eclecticism is that, 
at one juncture or another, he has also repudiated each and every 
one of them.34 The pattern seemed to be that whenever a particu-
lar research line concerning information threatened to invali-
date some critical foundational aspect of the Walrasian program 
or other, Arrow would belatedly repudiate that research line and 
retreat. The one thing he never ever countenanced, however, was 
the primary notion that neoclassical models were an awkward, 
galumphing vehicle with which to express the primacy of the mar-
ketplace of ideas. This may explain some his recent crotchety state-
ments, such as:

The idea that people have difficulty computing the system has a 
long history; you can see it in Veblen, for example. But nothing 
followed from this insight. Herb Simon was a great apostle of 
this view. He’s a great figure, and his work did lead to a research 
program, but in my view, it fizzled out… . As I  think more 
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about complexity theory, I become more convinced that there 
is some sense we will never know how the economy operates.35

The mordant fact is, of course, in his old age, Arrow never sounded 
more like anyone else than Hayek.

Roy Radner was a minor Cowles figure who sought to ponder 
even more seriously the implications of cognitive science for the 
Walrasian program, exploring the observation that no agent should 
be presumed to engage in a trade that depends upon information 
not available to him at that juncture; he insisted that a Pareto opti-
mum could only be defined relative to a given structure of informa-
tion. Contradicting Arrow, he insisted that the separation between 
informational and computational considerations was entirely arti-
ficial, and wrote, “[t] he Arrow- Debreu world is strained to the limit 
by the problem of choice of information. It breaks down completely 
in the face of limits on the ability of agents to compute optimal 
strategies.”36 Radner’s insights have been subsequently ignored for 
the most part, for reasons already broached.

Stanley Reiter

The final figure in our cast of mid- century Cowles Information 
Argonauts is Stanley Reiter (1925– 2014). Now utterly ignored 
in the history of modern economics,37 we think he deserves to 
be resurrected as a significant transitional figure in the Cowles 
landscape— from mechanism design to experimentalism in eco-
nomics, from the Walrasian tradition to a particular conception of 
computationalism, and from the orthodox position that “all mar-
kets are alike” to something hinting at a diversity of market forms. 
In residence as a research associate at Cowles for only two years, 
1948 to 1950, he ended up serving as the most devoted acolyte 
of Leo Hurwicz in the postwar profession, turning much of the 
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Purdue University economics department into a Cowles outpost 
in the period 1954 to 1967. Purdue was a powerhouse at this time, 
producing such students as Hugo Sonnenschein, John Ledyard, 
Nancy Schwartz, and Mort Kamien. More to the point, Purdue was 
a hotbed of Cowles- style Walrasianism when it was still of dubious 
general popularity; it included Hurwicz students James Quirk and 
Rubin Saposnik.38 Because Hurwicz maintained close ties with the 
Purdue faculty, Ed Ames called him “an honorary member of the 
department.”39 But most significant for our narrative, Reiter in the 
period 1954– 67 overlapped with Vernon Smith at Purdue, precisely 
when he was innovating his distinctive version of experimental eco-
nomics. Reiter was the conduit through which Hurwicz’s nascent 
mechanism design (and its Cowles flavor) came into conversation 
with the simplistic Marshallianism at the foundations of the experi-
mentalism of the early Vernon Smith. In his memoirs, Smith later 
praised Reiter as “our leading economist” at Purdue;40 but the intel-
lectual connections can only be fleshed out by briefly considering 
Reiter’s work.

Reiter started off at Cowles as a student of Koopmans’s linear 
activity analysis, but that soon palled, and afterwards he lent his 
mathematical talents not only to formal statistics but also to prob-
lems of the dynamics of price formation. The latter issue brought 
him close to Hurwicz, even though his thesis advisor at Chicago 
had originally been Milton Friedman. He also demonstrated a fas-
cination with algorithms for optimization under uncertainty— for 
instance, in the “job shop problem” in the early 1960s. By the 1970s, 
he announced himself as one of the first popularizers of the Hurwicz 
research program in mechanism design, retailing it as the “(New)2 
Welfare Economics,” an awkward moniker that never really caught 
on. That paper stressed that informational considerations were cen-
tral to the theory of economic mechanisms, positing that “An ini-
tial distribution of knowledge about the economy is assumed. Each 
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agent knows something, but generally not everything… . No agent 
by himself knows enough to figure out the feasible allocations.”

Even compared to Hurwicz, Reiter was much more insistent 
upon portraying the economy as “a kind of machine which accepts 
as inputs the basic data of the economy and produces as an output 
an allocation of commodities among the participants.”41 The com-
puter as information processor overtly structured Reiter’s account 
of mechanism design— to a much greater extent than many of other 
theorists of that era. This was exemplified by his work with Kenneth 
Mount on “The Informational Size of Message Spaces” and the 
restrictions that they imposed on Hurwicz- style mechanisms.42

Probably at Purdue, Reiter began to try to bring Cowles- 
style concerns to Vernon Smith’s stress on market formats in his 
early experimental work. As acknowledged by Smith himself, 
he later attempted in his famous 1982 paper to undertake “the 
bridge- building … between experimental economics and the 
Reiter- Hurwicz— sometimes called the Northwestern— view of 
economic theory.”43 The computer, and the concern over informa-
tion processing, was the unlikely common denominator of the two 
streams of Cowles- inspired Walrasian market socialism and Smith’s 
Marshallian- style Hayekianism. Thus, we argue that Reiter turned 
out to be one of the key obligatory passage points between the earli-
est Walrasian mechanism design and the more modern subsequent 
market constructivism, often associated with experimental eco-
nomics. But the full story must be postponed until a later chapter.

Reiter not only served as a vector of ideas but also played a 
major role in the reorganization of the American social sciences 
in the early 1980s. In a story first recounted by Kyu Sang Lee, 
there had been an attack on funding for the social sciences in the 
early Reagan administration, which provoked a response orga-
nized by the National Research Council and the National Science 
Foundation; they created a Committee on Basic Research in the 
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Behavioral and Social Sciences, launched in 1980. In an attempt 
to reassert the legitimacy of state funding of the social sciences, a 
number of reports were commissioned, the details of which will 
not occupy us here. However, the working group on Markets and 
Organizations was chaired by Stanley Reiter; and they produced a 
report which was extremely revealing about the contemporary state 
of the economics of information and its relationship to mechanism 
design when it appeared in 1989.44 We shall make extensive use of 
this document in the rest of this volume.

Our impression is that Reiter moved further and further away 
from the Walrasian organon as he grew older, which may account 
for some of his neglect in orthodox retrospectives. For instance, in 
2001 he made the extremely revealing admission that there were 
no real markets in the Walrasian model— something that would 
tend to disrupt the allegiance of a true follower of Hurwicz.45 Even 
later, he conceded that there was still no plausible dynamics for 
Walrasian general equilibrium, and thus dabbled with simulation 
in agent- based models to explore other formats of convergence to 
equilibrium. In this late paper, he reveals he still seeks to make con-
nections to the Vernon Smith school of experimentation:

[T] he well- known informational efficiency of the competitive 
allocation mechanism is limited to the static model… . One 
line of response to this challenge has its roots in computer sci-
ence. Developments in distributed computation have inspired 
research in which computational algorithms … compute mar-
ket equilibria or optima… . There is also a substantial literature 
reporting laboratory experiments in trading… . Experiments 
tend to show that the behavior of experimental subjects is 
roughly consistent with what economic theory assumes. It is 
not clear how much of the behavior observed in small scale 
experimental settings survives in a large economy… . Vernon 
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Smith and Charles Plott have pioneered this approach to 
studying trading.46

WHY COWLES?

Up until the move to Yale, the Cowles Commission sheltered the 
most amazing list of progenitors of the economics of information— 
at least in retrospect. Now that we have introduced the cast of charac-
ters at Cowles, we have to briefly return to the larger question: Why 
Cowles and not, say, MIT? Why was it they who set the templates 
for developments in the postwar economics of information? After 
all, MIT has been considered one of the three main centers of the 
diffusion of information theory in many sciences in the immediate 
postwar period.47 In this regard, economics was an outlier.

There are a number of things to keep in mind about Cowles 
when observing various comrades foraging about for an econom-
ics of knowledge. First, because of their intimate connections with 
RAND, they were in much closer physical proximity to key natural 
scientists engaged in innovating new approaches to information 
than were any other schools of economics, neoclassical or otherwise. 
For instance, John von Neumann had made a number of overtures 
to Cowles economists in the late 1940s, which is why they were the 
first to entertain formal game theory. Kenneth Arrow in particular 
was a close colleague of David Blackwell, collaborating with him in 
the late 1940s;48 Leonid Hurwicz and Stanley Reiter enjoyed close 
collaborations with various computer scientists. David Blackwell 
turns out to be an extremely important protagonist in this story: he 
was a mathematician who started out as an advocate of Bayesian 
statistical inference, but while working for the military at RAND, 
he came up with a novel formalization of information as measures 
over partitions of discernable states of the world.49
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Second, as we have repeatedly stressed, many of the 
Cowlesmen explicitly admitted that their motivation in the 
1940s– 1960s in discussing information was to refute Hayek, and 
thus to show that information economics need not have neolib-
eral implications. MIT economics was so isolated in the 1950s 
that they didn’t even realize Hayek posed a threat of some sort to 
their self- confident science. Whatever happened to be the post-
war lay of the landscape, in the longer view it seems apparent in 
retrospect that the hunter got captured by the game— that is, the 
seductive frame tale of the omniscient neoliberal marketplace of 
ideas came to dominate much of their own work in mechanism 
design, asymmetric information, “failures” of expected utility 
theory, “incomplete markets,” and a host of other innovations. 
Although Cowles as an institution decamped from Chicago in 
1955 for Yale, the program it pioneered was continued at RAND, 
Stanford, Israel, Louvain, and wherever else operations research-
ers gathered together under military auspices. Perhaps more sig-
nificantly, the Cowles approach later became ensconced in the 
postwar “new model” business school, partly in reaction to the 
rejected Harvard model.50

Third, in the modern orthodoxy, the primary visible heritage 
of Cowles for the median economist circa 1990 came with their 
latching on to the “state space” formalism as purportedly plug- 
compatible with their Walrasian general equilibrium orientation, a 
formalism first pioneered at RAND by David Blackwell. Since MIT 
was in principle agnostic concerning the cogency of full Walrasian 
general equilibrium, it tended to miss this particular ship’s having 
sailed. Blackwell’s centrality to a particular strain of microeconom-
ics was summarized in the following obituary:

Blackwell’s approachability theorem is at the heart of Aumann 
and Maschler’s result about repeated games with incomplete 
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information… . Blackwell’s theory of comparison of experi-
ments has been influential in the game- theoretic study of value 
of information… . Another seminal contribution of Blackwell, 
together with Lester Dubins, is the theorem about merging 
of opinions, which is the major tool in the theory of Bayesian 
learning in repeated games.51

In effect, information processing under the sign of Blackwell 
became confused with an image of the neoclassical agent as a little 
econometrician; one can observe this very starkly in some subfields 
such as rational expectations economics or in Bayes- Nash game 
theory. This is still currently treated in certain retrograde quarters 
as the “standard model” of information in economics.52 We only 
want to insist that this model cannot be the one and only superior 
conception that has demonstrably stood the test of time— if only 
because induction should never be confused with the sum total of 
cognition.
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[8]

 THREE DIFFERENT 

MODALITIES OF INFORMATION 

IN NEOCLASSICAL THEORY

Although most of the initial action occurred at Cowles, it is 
imperative to ask where the formal conceptions of information 
appropriated by economists came from. Since information is both 
Promethean and polyvalent, there was no “right” place to look, 
no uniquely “correct” way to account for information within the 
existing neoclassical orthodoxy. Perhaps more to the point, there 
was no one right way to respond to Hayek. History is not usually 
constrained to run down a single track, which is why the history 
of the economics of information eventually turned out to be quite 
peculiar.

In this chapter we will briefly describe in an abstract manner the 
different modalities of information economics explored at Cowles, 
as summarized in the “main approaches” shown in table 8.1.

This does not exhaust every possible modality of modeling 
information in economics, but we will assert that it does manage 
to span the main lines of development in the latter half of the twen-
tieth century. Moreover, we have another motive in proposing this 
taxonomy:  when combined with our previous continuum of the 
different ways that Hayek explored in treating agent knowledge, 
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we will append the three formal modeling options, thus to com-
pose the two integrated axes to define the state space of the tra-
jectory of orthodox information economics in the latter twentieth 
century. That will constitute the plot line for much of the rest of 
the book.

Table 8.1 THREE FORMAL APPROACHES 

TO INFORMATION

Information is:

a thing
(Shannon)

an inductive 
index
(Blackwell)

symbolic computation
(Turing)

Cognition is:

irrelevant intuitive 
statistics & 
epistemic 
formal logic

symbol manipulation

Learning is:

purchase of a 
commodity

statistical 
inference

algorithm 
augmentation

Communication is:

same as 
exchange

“signaling” information 
transmission

Information generated in:

The Past The Future The Now
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In the following sections, we shall peruse each column of 
table  8.1 in turn:  information as thing, information as inductive 
index, and information as formal computation. Since the inductive 
index approach is so central to the story proffered in the remain-
der of this volume, it will take up a disproportionate space in this 
chapter.

INFORMATION AS A THING/ COMMODITY

Treating information as some fluid but generic object was ubiqui-
tous in postwar neoclassical economics— so much so that all man-
ner of commentators would acknowledge the irony of the situation:

Information is some sort of undifferentiated fluid that will 
course through the computers and telecommunication devices 
of the coming age much as oil now flows through a network 
of pipes; the measure of knowledge in the world will be the 
amount of info fluid we have managed to store up.1

If one dominant heuristic of postwar economists was “Do as 
little as possible to revise or alter the neoclassical theory handed 
down from our forebears” when discussing the operation of the 
marketplace of ideas, then one can readily appreciate why this 
option would have initially appeared so attractive. If information 
really is a thing- like object in nature, then it could just be sub-
tended to the commodity space as one more good, and then appar-
ently “nothing” need be changed about the standard maximization 
model. If information can be passed off as the stuff of knowledge, 
then all cognition can be banished; the received textbook model 
would be safe as houses (before the 2008 crisis!). Moreover, such 
a thing- like information concept would absolve the theorists of 
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having to confront whatever model of mind was supposedly inher-
ent in the utility function:  and a good thing, too, since to render 
information thing- like simply presumes that the value and relevance 
of some particular bit of information could be automatically and 
unambiguously recognized by the agent in question, without any 
pesky need for interpretation or even a modicum of preparation or 
alertness.

Playing fast and loose with commodity space was a popular pas-
time in postwar neoclassical economics— think of the way Gerard 
Debreu deformed it to model uncertainty, or Kelvin Lancaster con-
torted it to capture “qualities”— and so editing “information” in 
this manner seemed a snap.

Information as a thing turned out to be far more slippery than 
its advocates expected, however. Although various versions were 
proposed beginning in the 1950s, the preferred options tended to 
gel in the 1960s, with Kenneth Arrow (1962) portraying scientific 
knowledge as a “public good”; Gary Becker (1964) lumping together 
knowledge, information, ideas, skills, and health of individuals, all 
under the rubric of “human capital”; and Fritz Machlup (1962) bus-
ily taxonomizing the information commodity into different types of 
“goods”— investment, intermediate, and final consumption. Later 
still, information deliquesced from solid to liquid, “spilling over” into 
all sorts of positive externalities.

The problem immediately arose as to how to “measure” or “quan-
tify” this kind of information, and that is where Claude Shannon’s 
“information theory” served a critical function. Shannon had devel-
oped an argument that suggested information could be treated just 
like entropy in physics, comparing it to an enumeration of the ways 
a stochastic microdynamics of symbols could make up a measur-
able macrostate of messages. A concept originally fashioned to dis-
cuss mechanical obstacles to communication channels may turn 
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out to be utter nonsense when used to discuss the semantics of com-
munication in trade, as many soon came to suspect. But that did 
not exhaust its significance for economics. The Shannon mania of 
the first two postwar decades had the unintended consequence of 
bolstering the general impression that scientists could and should 
treat information as a quantifiable thing, and even as a commodity. 
In practice, it became quite common to conflate the embodiments 
and encapsulations of knowledge in objects and artifacts as mere 
epiphenomenal manifestations of a generic “thing” called informa-
tion. It was a reification based largely upon a misapprehension— 
but that didn’t mean it still wouldn’t have untold consequences 
down the line. One suppressed implication was the bogey of self- 
reflexivity: “I do not suppose that the information content of this 
essay could ever be quantified.”2

Nevertheless, once knowledge was broadly construed as a “good,” 
then arguments could begin over just what special sort of good it 
just might be. A riot of metaphorical invention ensued in econom-
ics. Arrow, in his military research in the field of operations research, 
took to referring to algorithms as forms of “capital.”3 Once freed of 
the cold war, the ill- defined concept of capital was deployed to indis-
criminately refer to any generic investment in people, as in “human 
capital”: this constituted the program of Bank of Sweden Prize winner 
and MPS member Gary Becker. No better instance of the backward- 
looking, old- fashioned construal of the substance could be imagined. 
Just stick the protoplasmic substance into a conventional utility func-
tion, or perhaps a production function, then stir, bake, and pontifi-
cate. Yet, when forced to define it, Becker always put “information” 
up front: “Human capital refers to the knowledge, information, ideas, 
skills, and health of individuals. This is the ‘age of human capital’ in 
the sense that human capital is by far the most important form of 
capital in modern economies.”4
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Or, perhaps its special conditions of production dictated its dis-
tinctive status as a “public good.” If you could get people to accept 
that knowledge was an eminent instance of such a “good,” it helped 
if you then began to endow it with all sorts of peculiar qualities. 
Starting with Paul Samuelson (1954) and Kenneth Arrow (1962), 
knowledge was claimed to be a weird sort of thing whose use by one 
person did not restrict or prevent its use by another (in the jargon, 
“non- rivalrous”); but also something from which it was intrinsically 
difficult to prevent another person from enjoying the benefits once 
you bought it (in the jargon, “non- excludable”). This created all sorts 
of problems for mathematical modeling, but more to the point, it was 
used in the 1960s– 1980s to justify state subsidy and provision of this 
marvelous commodity.

We even can glimpse at how the endowing knowledge with 
thing- like qualities inspired the tradition of so- termed asymmetric 
information, with the famous “Lemons” paper by George Akerlof 
(1970). That paper has an MIT- style toy model that was used to 
argue a different rationale for government intervention— namely, 
that asymmetric information (as in the used car market) would 
cause only faulty cars to be offered on the market, because good 
cars were constrained to be sold at the same (Blue Book) price. 
If only the embodied car knowledge had been separately priced! 
The “bottom line” in that exercise that no cars would be sold at 
all had (of course) no relationship to the real- world used car mar-
ket; but that was not the point of the exercise. As Akerlof argued in 
his Nobel lecture: [T] he study of asymmetric information was the 
very first step towards a realization of a dream. That dream was the 
development of a behavioral macroeconomics… . The modeling 
of asymmetric information was to price theory what the model-
ing of putty- clay, vintage capital and learning by doing had been to 
growth theory.5
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It was often the case that when economists evoked information 
in the immediate postwar period, they relegated it to the category of 
“public good” as a prelude to simply presuming it a thing- like com-
modity. The neoliberals had, of course, attacked the concept of knowl-
edge as public good, especially those members of the “public choice” 
persuasion, more often than not through the instrumentality of the 
Coase theorem— the deconstruction of thing- like information in 
economics now is counted as one of the fabled contributions of MPS 
member Ronald Coase. But upon the heels of the neoliberal turn, a 
curious scholastic argument was subsequently made that the previ-
ous characterization had been mistaken, and that knowledge was only 
“partially excludable,” and was distinctively different from “human 
capital,” rendering it an even more special category beyond “public 
goods.”6 This ontological slipperiness of what, after all, is supposed to 
be a physical “given” to the model, is the first symptom of an outbreak 
of radical indeterminacy in this particular approach to an economics 
of knowledge.

No advocate of these models ever proceeded to resolve the “infor-
mation” involved into actual measurable “bits”; neither did anyone go 
about modeling a “channel” with the normal Shannon characteristics 
of a fixed capacity, or a noise source. Moreover, no real- life market 
sold anything like commodity units of “information”; every real- life 
application involved sale of some other derivative object (a book, a 
lecture, an experience) or a set of legal property rights. As fictional 
stylists, economists betrayed a weakness for synecdoche, misrepre-
senting the part for the whole. They tended to conflate intellectual 
property with information, even though doing so exhibited a severe 
misunderstanding of the nature of patents.7 Any such objections 
were treated as mere quibbles; “information” was pronounced the 
lifeblood of the New Economy, and nothing would withstand the 
drumbeat of the reification of information into a commodity.
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INFORMATION AS AN INDUCTIVE INDEX 
AND/ OR THE STOCHASTIC OBJECT 
OF AN EPISTEMIC LOGIC

With the development of mathematical statistics, there had been 
efforts early in the twentieth century to link intuitions of a “good 
sample” to the amount of “information” it contained, particularly 
in the tradition of R. A. Fisher. However, none of these proposals 
amounted to much outside the ambit of a small coterie of statisti-
cians. However, in the postwar period, an interesting phenomenon 
happened whereby the statistical tools of inductive inference (hav-
ing just spread throughout the social sciences) began to get con-
flated with models of mind.8 Since the story of psychology in the 
early twentieth century consisted of a series of frontal assaults on 
the conscious mind as executive in charge of rationality, a revan-
chist movement resorted to the theory of probability to stem the 
tide.9 The situation changed rather radically when mathematical 
statisticians were brought together with operations researchers 
and game theorists at the RAND Corporation in the early 1950s. 
There, especially in the work of David Blackwell, a practice took 
hold of equating “information” with measures defined over parti-
tions imposed upon an exhaustive total enumeration of states of the 
world, both actual and virtual.10 Crudely, how much a procedure 
(it was harder to phrase this in terms of real people) “knew” about 
a world was a function of how finely or coarsely it could divide up 
the possibilities, distinguish the class of outcome, and thus assign 
probabilities to eventual outcomes, as well as the sensitivity with 
which its detectors could discriminate which of the possibilities 
had actually obtained. The necessity for game theory to divide 
and discriminate strategies according to states of the world was an 
immediate inspiration, but quickly the formalism was developed 
in two, relatively separate directions: one was as the framework for 
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modern definitions of one version of inductive inference, and the 
other was as the scaffolding used to assign semantic relations to a 
modal logic.11 In an alliance with artificial intelligence, it became 
the basis for formal models of an important class of machine logic. 
In retrospect, this turned out to be the most machine- like construc-
tion of the nature of knowledge within orthodox economics.

When students are told that an economics of information has 
“solved” the problem of asymmetric information, more often than 
not the speaker is making reference to a complex of modeling prac-
tices, which we will call, in honor of its progenitor, the “Blackwell 
program.” This approach also began outside of economics— in the 
first instance, among operations researchers and theoretical statis-
ticians (the most eminent being David Blackwell)— but was rap-
idly taken up by the economics profession after 1965. The model 
consists of four basic components, with others added to adapt the 
model to the specific circumstances (but bypassed here).

Component 1: Reality is a Pre- Existent State 
Space of Possible Worlds

“Knowledge” in this approach is said to consist of partitions over a 
totally exhaustive state space, which distinguishes possible worlds 
by the inclusion or exclusion of a preset menu of variables. Greater 
knowledge is said to be represented by finer and finer partitions over 
the invariant state space, allowing greater precision concerning 
location in the space. Notice, the ontology of this world is given and 
fixed prior to the analysis, and cannot be altered by any activities of 
the knower. Time, by construction, merely is one of the state vari-
ables. Thus, this rather resembles the “block universe” of relativistic 
physics, where past, present, and future all coexist simultaneously 
in this state space. This is represented in figure 8.1. One immediate 
implication is that “signals” might emanate from the future, as well 
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as the past. Readers should note that nothing really new or unprec-
edented can ever appear in this space.

Years of experience have taught that the state space formal-
ism models a perverse sort of “pre- cognition” built into agent con-
sciousness:  in effect, agents are presumed ex ante to know of the 
existence and relevance of as- yet- unlearned information; thus, 
there is no room for Hayekian “unknown unknowns” here. It has 
been formally proven in the interim that agents in state space mod-
els cannot be said to be unaware of anything permitted in the block 
universe; furthermore, the agent can never “know” that he is in fact 
unaware of any event or consequence. This seems to take much of 
the air out of the Aumann- defined pretense of common knowledge, 
described later.

Component 2: All Information Is Inductive

Blackwell proposed that “experiments” consisted of information 
extracted from the state space by inductive inference of probabili-
ties attached to partitions of the state space. “Information” consists 
of signals emitted from experimental interventions, which serve 

This entire block universe structure
exists at once

Space
Dimension

Observer
inside the
universe

Time Dimension

The
“Big Bang”

Figure 8.1. The Block Universe of Relativistic Physics.
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to alter epistemic probabilities defined over the space. In theoreti-
cal statistics, Blackwell (1953) compared this to a “game against 
Nature,” which reveals the formal inspiration from postwar work 
done on game theory, particularly in the formal analogies with 
“strategies” and “payoffs.”12 Blackwell himself was partial to the 
statistical school of Bayesian inductive inference, with the scien-
tific researcher beginning with “prior probabilities” inherited from 
the past.

Although early game theory had originally come equipped with 
no psychological or epistemic capacities whatsoever, the mathemat-
ical similarities between the Blackwell formalism and game theory 
induced game theorists to explore this approach to knowledge and 
information in their quest to generalize its ambitions. The other 
major application of the theory came under the rubric of “machine 
logic” or “epistemic logic,” primarily for use in computer program-
ming.13 When developed in computing, the Blackwell structure was 
used as a convenient model of induction, and not as some general 
approach to human, or even artificial intelligence.

The same could not be said for the economists. It was at this 
stage that neoclassical economists began to conflate any prob-
lem of “information” with some version of generic “choice under 
uncertainty.”14 As Thomas Schelling once said in 1962, “There 
is a tendency in our planning [models] to confuse the unfamil-
iar with the improbable.” Any epistemic problem of any stripe, 
in pursuit of analytical tractability, was to be reduced to a set 
of probabilities induced over utility payoffs. As economists 
sought to incorporate this structure within their prior models 
of given preferences and von Neumann– Morgenstern expected 
utility, they discovered that the absence of cognitive content 
wreaked havoc with the result. Little toy models would posit as 
an assumption that some agents purportedly “knew” something 
that others did not, denoting this as an example of “asymmetric 
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information,” but the mathematics proved so arbitrary as to verge 
on emptiness.15

Once one opens up this scheme to doubt, it can rapidly rot the 
entire model enterprise. For example, should the relevant state 
space formalism include not only states of nature but also the 
states of mind of rival players? (Recall from Component 1 that 
this would imply subjective states of mind should be included in 
the changeless block universe.) What would validate the truth 
of things believed to be “known” by respective payers? Nothing 
in existing utility theory permitted the formalization of the 
infinite regress of “I think that you think that I  think that you 
think that …” (unless all players were effectively identical, so 
knowledge is still “perfect,” as in early Nash non- cooperative 
games). Other subtleties popped up in the machine learning lit-
erature: “Although you may have false beliefs, you cannot know 
something that is false.”16 A parallel false universe was banished 
by construction.

Component 3: The Harsanyi- Nash Program

A number of alternate responses to the conceptual problems pre-
sented by the Blackwell setup could have been explored; some econ-
omists admitted this in the early stages of the inductive approach to 
information: “What equilibrium is in a particular market depends 
on what individuals in that market know. That the converse is 
true— that is, that what people know (or believe) is a function of the 
equilibria of the markets in which they participate— is an observa-
tion which surely must precede Marx.”17 However, very few econo-
mists had the stomach to explore the ways knowledge and markets 
interactively shape one another in an alternative approach to micro-
economics.18 Instead, by the 1970s, the preferred exit out of this 
conundrum for game theorists involved the uncritical preservation 

 



T H R EE D I F F ER EN T M O DA L I T I ES  O F  I N F O R M AT I O N

113

of the standard formalism of von Neumann– Morgenstern expected 
utility, combined with uncritical adherence to the Nash solution 
concept in game theory. The way this is often put is that all imper-
fections of information about the world in the guise of uncertainty 
in games must be reduced to uncertainty over parametric payoff 
functions. The person who supplied the preferred escape route was 
John Harsanyi.

Harsanyi developed his approach to information in conjunc-
tion with other game theorists, such as Robert Aumann, while 
employed by military agencies to apply game theory to problems of 
nuclear war and disarmament. As he saw it, the existence of “incom-
plete information” would lead game theorists to have to incorporate 
an infinite hierarchy of beliefs into their models of agency. These 
would consist of a pyramid of beliefs for player i over parameter vec-
tor X in the state space consisting of:

First- order beliefs: Player i’s probability distribution over 
vector X

Second- order beliefs: Player j’s probability distribution over 
player i’s first order beliefs

Third- order beliefs: Player i’s probability distribution over 
Player j’s second order beliefs

… And so on, ad infinitum.

An attempt to reduce this disturbing situation to a single picture is 
portrayed in figure 8.2.

Clearly this infinity appears daunting (not to mention the cogni-
tive demands it imposes upon strategic choice). Harsanyi proposed 
to recast the model to “define away” these infinities (perhaps simi-
lar to the way renormalization dispensed with infinities in the case 
of quantum electrodynamics) by reducing all problems in episte-
mology to problems in the definition of the agent.19 He argued for 
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this in his (1967) paper by suggesting that anything a player knows 
“privately” that could affect the payoffs in the game about other play-
ers could be summarized in a single vector, called indifferently the 
player’s information vector or type. This “simplification” in effect col-
lapses everything that a player knows privately at the beginning of a 
game that could potentially affect his beliefs about payoffs, plus the 
“types” of all his opponents into a single roster of typology of play-
ers.20 “Information” disappears as a discrete analytical entity, only to 
be replaced by an artificial zoo of player “types,” or as textbooks often 
put it, any game of incomplete or missing information becomes a 
game of imperfect information— the only uncertainty is over which 
automatons “Nature” has bequeathed you as opponent. The artifici-
ality of this model strategy has been acknowledged repeatedly by its 
second generation of advocates: “we use type structures solely as a 
modeling device. Types are not real world objects.”21

Harsanyi’s model device renders formal the vernacular 
maxim: It’s not what you know, it’s who you know. To preserve the 
Nash solution concept, it is the type of actual players that is the 

Figure 8.2. The Harsanyi Setup.
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primary unknown in the analysis; the roster of types, along with 
the structure of the game itself and the rationality of the players, is 
given a priori and presumed known to all players. Since the theo-
rist supposedly places himself on the same epistemic plane as the 
players, the only way to learn anything further about the game is 
through Bayesian inductive inference. This is the current mean-
ing of information buried at the heart of Bayes- Nash game theory. 
The standard game setup ends up inverted; realized payoffs tell 
you who your opponents really are. Of course, once mixed strate-
gies are allowed over types, then all meaning of player identity 
dissolves into thin air. How you are supposed to know who you 
yourself really are under such circumstances is a mystery.

Component 4: Common Knowledge

It was left to Harsanyi and Robert Aumann to draw out the final 
implications for knowledge in this marriage of orthodox game the-
ory and Blackwell formalism. The irony is that a modeling approach 
that sought to place inductive approaches to information on a 
sound theoretical footing ended up banishing ignorance altogether, 
at least for the Bayes- Nash agent. The involution began with knowl-
edge of the block universe, presumed recognized as true by all par-
ticipants, incapable of expressing falsehood. It intensified with the 
Harsanyi procedure of presuming that players also come equipped 
with full identical knowledge of the game they are playing, which 
includes the roster of all possible player types, and shared recourse 
to the practice of Bayesian inference.

Given the extensive shared knowledge presumed on the part of 
all players, Harsanyi realized that it would be arbitrary to allow dif-
ferent “players” to start the game equipped with different Bayesian 
prior probabilities, since that would constitute the only thing that 
would be “unknown” to opponents in any deep sense. The entire 
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thrust of the Harsanyi program was to banish from the standard 
model any parameters that are not already “common knowledge” 
among all players; so, therefore, he propounded the doctrine that 
player types also came equipped with identical Bayesian priors.

At this point, the Bayes- Nash approach to information disap-
peared up its own navel as a consequence of its own insistence upon 
rigorous consistency with its own postulates. Robert Aumann 
(1976) originally used his definition of common knowledge to 
prove a notorious result that says that, in a certain sense, agents can-
not “agree to disagree” about their beliefs, formalized as probability 
distributions, if they start with common prior beliefs. Since agents 
are often conventionally portrayed as holding different opinions 
plus some beliefs they do not hold in common, one might attribute 
such differences to the agents’ having different private information. 
Aumann’s incongruous result is that even if agents condition their 
beliefs on private information in a Blackwell setup, mere common 
knowledge on their part of their conditioned beliefs plus a common 
prior probability distribution implies that their beliefs cannot be 
different, after all.

This seeming travesty of the economics of information has given 
rise to a cottage industry exploring the meaning of such locutions. 
One important student of Harsanyi has admitted that “[t] here is 
something fundamentally counterintuitive about the art of modeling 
[information] with Bayesian games,”22 and reported that Harsanyi 
himself sometimes seemed uncomfortable with the implications of 
common knowledge in his approach. Other economists, less con-
cerned with epistemic niceties, regarded the Harsanyi setup as license 
to apply the model to all manner of “information asymmetries” in 
the phenomenal world. Their version of “common knowledge” was 
interpreted to mean everyone who was “rational” had to agree with 
their model.
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INFORMATION AS COMPUTATION

This version of knowledge owes the greatest debt to the postwar devel-
opment of the computer and the theory of computation, but curi-
ously enough, has proved over time to be the least palatable for many 
neoclassical economists. It predominantly travels under the banner 
of “computationalism,” which tends to identify mental states with the 
computational states found in (either abstract or tangible) computers. 
Computationalism comprises many competing visions, ranging from 
formal symbol manipulation, to “connectionism,” to “machine cogni-
tion”; but economists have rarely been very sensitive to these contro-
versies within artificial intelligence and cognitive science. For instance, 
economists rarely realize that the “connectionists” and the proponents 
of genetic algorithms often praise Hayek as an early progenitor, whereas 
the first generation of artificial intelligence theorists and complexity 
mavens instead identified Herbert Simon as their inspiration.

To simplify our exposition, here the processing of “information” 
is equated with symbol manipulation by automata of various com-
putational capacities, with the Turing Machine occupying the high-
est rung on the computational hierarchy. In a ranking of the power 
of various abstract “machines,” the class of Turing Machines are 
generally conceded to be the most powerful.23 The importance of 
the computational hierarchy is that it facilitates the proof of impos-
sibility theorems concerning what can and cannot be computed 
upon machines falling within a particular computational class. 
Computational approaches have had the prophylactic virtue of rul-
ing out all sorts of physically and mathematically impossible proce-
dures from falling within the purview of an algorithmic conception 
of rationality. Treatment of infinities assumes much heightened 
significance; implementable algorithms are more highly regarded 
than in- principle proofs.
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The computationalist turn has assumed two different formats 
in the history of orthodox economic theory:  the first attempts to 
subject the standard rational choice model to be subsumed under 
a computationalist model of mind, while the second tends to fall 
under the rubric of “market design.” The former cadre are a rather 
diverse lot, ranging from those (such as Alain Lewis) seeking to 
model individual rational choice as an explicit computational 
proposition, to what has been called “agent- based computational 
models,”24 but might be better thought of as simulations of agent 
swarms, after the model of cellular automata.

Actual experience with computers has provided all manner of 
heuristic suggestions as to how to meld cognitive science with neo-
classical economics, perhaps taken to an extreme at certain loca-
tions. Indeed, as one Clark Medal recipient has admitted, “if you try 
and do psychology at MIT, you study computers, not humans.”25 The 
latter market design wing combines certain sectors of experimental 
economics with what might be best described as “engineers of auto-
mated markets,” where both claim to have superior insight into the 
informational properties of markets with large numbers of partici-
pants. This latter group has ambitions to be engineers of the human 
soul, arguing that their purpose- built machines can force people to 
tell the truth even when their every intention is to be mendacious, or 
provide them with information that they would otherwise find inac-
cessible through any conventional recourse to research channels. 
The market design tendency is covered in later chapters.

The role of Cowles in the exploration of the computational 
approach to an economics of information has been rather limited, 
compared to the other approaches. After Alain Lewis attempted 
to apply computational audits to the neoclassical agent, and this 
line of inquiry was rejected by Kenneth Arrow, the computa-
tional approach to mind has more or less been avoided by Cowles- 
related researchers. Conversely, the self- conscious computational 
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approach to market automation also had few takers; Stanley Reiter 
came closest to that approach, but never really converted whole- 
heartedly. Herbert Simon also noticeably could not accept a formal 
computational approach to markets. Reiter, however, did provide a 
bridge to the experimentalists, and that is where we look to uncover 
the economic actualization of computational themes.

Early on, the computational metaphor of mind proved a mixed 
blessing for economists. If one were to seriously entertain the 
notion of a marketplace of ideas, the problem became where in the 
economy one would situate the computer. Was each agent a Turing 
Machine, or perhaps an automaton of less exalted capacity? The 
von Neumann architecture built into every laptop did seem a bit 
removed from human cognition, and then there were the intermi-
nable disputes of the 1960s– 1990s over what it was that humans 
could do that computers could not. Most would admit computers 
could contain and manipulate information, but could a computer 
be seriously thought to be knowledgeable?

The development of the Internet seemed to present templates 
for the formalization of the communication of information. Or pos-
sibly edging closer to Hayek’s vision, perhaps the marketplace itself 
should be treated as one vast Turing Machine, with agents simply 
plug- compatible peripherals of rather diminished capacities? This 
problem was compounded by the patrimony of the original neoclas-
sical model, located as it was in non- computable N body mechanics.26  
The history of this research program reveals that certain aspects of the  
neoclassical model were shown to be Turing non- computable.27 The 
temptation was then to shift the location of the computer to another 
ontological level in order to evade the unsavory implications.

Nevertheless, even in the face of that incompatibility, there is a 
sense in which the intellectual sway of the computational approach 
to information and its processing was unrelenting, and therefore 
inescapable for the neoclassical orthodoxy. Strangely enough, one 
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place this is readily observable is in experimental economics. The 
practical requirement to program little scaled- down toy economies 
in computerized laboratories as environments for the subjects to 
inhabit rapidly led to the extension of computational considerations 
in all manner of questions broached by those experiments. We can 
illustrate this by looking at one exemplary case, that of MPS member 
and Bank of Sweden Prize winner Vernon Smith.

Vernon Smith and his Smart Markets

Vernon Smith, as he himself testified,28 produced his first experiments 
in reaction to Edward Chamberlin’s Harvard classroom exercises that 
purported to show that free competition would not produce efficient 
exchange outcomes. Smith bypassed psychological experimenta-
tion (which had tended to refute neoclassical models of agency) in 
favor of market simulations predicated upon rules derived from stock 
exchange manuals. His first experimental article (1962, in Smith 
1991) demonstrated that in the presence of what became known as 
“double auction” rules, prices and quantities rapidly converged to 
supply/ demand equilibria, even in the absence of any knowledge 
of the theory or data on the part of his subjects (usually university 
undergraduates). His early success led Smith to explore a range of 
other market formats instantiated as alternative rule structures in his 
laboratories; in conjunction with his colleagues, he found that no 
other type of market regularly produced what they considered to be 
superior outcomes— namely, rapid convergence to predicted price 
and quantity equilibria and near- full realization of the predefined 
consumer and producer surplus in his experimental setups. (In con-
trast with Pareto optimality, both objectives were computable by 
construction.)

One lesson he drew from this line of research was a thesis he 
dubbed the “Hayek Hypothesis” (1982, in Smith 1991):  “Strict 
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privacy together with the trading rules of a market institution are 
sufficient to produce competitive market outcomes at or near 100% 
efficiency”— that is, independent of the cognitive abilities or status of 
the agents involved. Smith believed that the neoliberal power of The 
Market had been proven in the laboratory, infusing it with the aura 
of real science.

Another lesson grew out of the move to automate his experi-
mental laboratory through integration of computer technology in 
the mid- 1970s. In his own words:

Science is driven more fundamentally by machine builders, 
than either the theorists or experimentalists… . Computer/ 
communication and imaging technologies are driving experi-
mental economics in new directions. Both will marginal-
ize extant research on individual decision. When Arlington 
Williams programmed the first electronic double auction  
(e- commerce in the lab) in 1976, it changed the way we thought 
about markets, much as the internet is changing the way people 
think about doing business. Circa 1976 we thought going elec-
tronic would merely facilitate experimental control, data col-
lection and record keeping. What we discovered was altogether 
different: computerization vastly expanded the message space 
within which economic agents could communicate at vanish-
ingly small transactions cost. This enabled Stephen Rassenti to 
invent the first computer- assisted combinatorial auction mar-
ket… . Lab experiments became the means by which heretofore 
unimaginable market designs could be performance tested.29

So early experience with the computer automation of experiments, 
which meant in Smith’s case experience with computer simula-
tion of various market operations, prepared the way for Smith- 
style experimentalists to be among the first researchers with the 
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requisite skills to program and implement never- before imagined 
variants of electronic markets. (Stan Reiter was one of the very few 
Walrasian theorists to entertain similar considerations.) The com-
puterization of experimentation also had more than a little to do 
with Smith’s predisposition to focus upon the double auction for-
mat to the exclusion of other forms; more than almost any other 
species of market, it was amenable to full reduction to an algorithm. 
These specializations in the coding of markets and favorable incli-
nations toward auctions, of course, will explain the preponderance 
of experimental economists to be found occupying the nascent field 
of “engineering economics.” But more to the point, it also encour-
aged a more direct research initiative on the part of others even less 
committed to the neoclassical program than Vernon Smith himself 
to develop an analytical rationale concerning the relative indepen-
dence of the algorithmic market from the neoclassical agent.

While there were a number of conceptual problems with 
Smith’s enunciation of his “Hayek hypothesis,” the most nagging 
was the query: If the success of the double- auction format was truly 
not dependent upon the cognitive states of the experimental sub-
jects, then what did account for it? This question was posed and 
answered brilliantly by two Carnegie researchers, Dan Gode and 
Shyam Sunder. In a now- classic paper (1993), they compared the 
experimental outcome of a double- auction setup using human sub-
jects with a fully automated setup that replaced the subjects with 
random- number generators, which they dubbed “zero- intelligence 
agents” (henceforth ZI). While there is still substantial dispute 
over the interpretation of their results,30 it appeared that brainless 
programs produced nearly indistinguishable results with regard to 
convergence and efficiency compared to Smith’s human subjects.

The computational insight of the “zero- intelligence” exercise 
was that human cognitive capacities could be zeroed out under 
controlled circumstances (thanks to the prior automation of 
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experimental economics) in order to explore the causal capacities 
of markets conceived as freestanding automata. The predictable 
regularities of the double auction in experimental settings (and 
perhaps “in the wild,” as experimentalists were wont to say) should 
be attributed to their algorithmic structures, and not to any psy-
chological predispositions of their participants; as Sunder himself 
put it, “a science of markets need not be built from the science of 
individual behavior… . Market institutions may be society’s way of 
dealing with human cognitive limitations… . Efficiency of markets 
is primarily a function of their rules.”31 In Gode and Sunder’s subse-
quent work, they deconstructed the auction down to its algorithmic 
parts and subjected each component to the ZI trader test in order 
to further explore the sources of the efficacy of the double auction.

Here, then, was a formal harbinger of a neoclassical economics 
without the trappings of “rationality.”

CODA

Thus, we have provided the outlines of the three variant forms of 
“information” explored in orthodox economics in the second half 
of the twentieth century. In one desiccated conception of history, 
this roster would be sufficient to encompass the obsessions of econo-
mists: an endless sequence of Model A—Model B—Model C—… . 
But the history of economics is much larger, and far more interest-
ing than that. Just like the bumbling spies in our first chapter, as 
our intrepid researchers tugged on the string of “information,” they 
inadvertently prompted their own world to unravel.
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[9]

 GOING THE MARKET ONE BETTER

In  chapter  7, we saw how Friedrich Hayek’s argument against 
socialism served as the initial provocation for economists to come 
to grips with “information.” Economists at Cowles interpreted 
Hayek as arguing the relative merit of “free markets” over social-
ism on informational grounds, and they found this argument 
wanting. In a move that would have vast and enduring ramifica-
tions for the future of the economics profession, Hurwicz and 
his colleagues at Cowles responded to Hayek’s provocations by 
reconceiving their task as external evaluation of the informa-
tional properties of economic systems, claiming soon thereafter 
that these methods could also inform choice among a plethora of 
“institutions.”1 The Cowlesmen eventually rebranded themselves 
as experts in “organization,” a term that assumed brash capacious 
dimensions so as to cover such varied phenomena as the internal 
structuring of large companies, the design of cost- plus contracts 
for the mobilization of industry during wartime, the evaluation 
of Soviet central planning algorithms, and the crafting of regu-
lation. Indeed, the historian Hunter Heyck has described how a 
fascination with “organization” became conflated with themes 
of algorithmic reason and analysis of information across the 
immediate postwar social sciences.2 With increasing frequency, 
these new organization theorists (disproportionately concen-
trated at Purdue, Caltech, Arizona, and Northwestern) began to 

 

 



G O I N G T H E M A R K E T  O N E B E T T ER

125

contemplate designing new institutions, ranging from novel legal 
regimes to “solutions” for public goods provision to the reorga-
nization of entire economies.3 And in what turned out to be the 
most significant development for the future of the economic pro-
fession, they would also claim an ability to reconstruct individual 
precursor markets themselves.

The Cowles pretensions to evaluate organizations in general 
thus paved the way to what eventually became known as “market 
design.” There exist a handful of attempts to situate market design 
within (or in very close proximity to) neoclassical economic the-
ory, usually by identifying a few select mathematical “tools” com-
monly held in the economist’s kit, such as the envelope theorem.4 
But these inevitably obscure the big picture; whereas the neoclas-
sical approach stressed the existence of a generic and omnipres-
ent market, uniform in its qualities at all times and places, market 
design was predicated on a repudiation of this central impera-
tive. Questions that would have verged on the incomprehensible 
if posed from within the previous framework (e.g., What laws or 
constraints govern the (design of) internal processes of organi-
zations, including markets? What laws or constraints govern the 
endogenous adaptation of organizations to changing environ-
ments?) now guided the Cowlesmen, their students, and those in 
their orbit selecting topics for further research.5 In short order, 
economists began turning out a variety of hitherto undreamed- of 
market devices, tailored for a variety of purposes— for example, 
space shuttle payload launches, airline scheduling, and medical 
residency assignments.

What could possibly be responsible for so momentous a change? 
We are fortunate in this case to have the real- time reflections of 
several of our major protagonists, in the form of a 1989 report of 
the Markets and Organizations working group of the Committee 
on Basic Research in the Behavioral and Social Sciences, whose 
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members included Stanley Reiter, Kenneth Arrow, Roy Radner, 
and Leonid Hurwicz, among others. Therein one finds a key 
acknowledgment:

We are now in the middle of a profound change in the technol-
ogy of information processing. In the light of the importance 
of information processing in organizations, this change con-
stitutes a profound change in the technology of organization 
itself.

As research moved from auctions in which no information 
processing is involved to auctions that involve a heavy informa-
tion component, paradoxes [such as the winner’s curse] begin 
to emerge… . If the phenomenon persists under close exami-
nation, theorists will be forced to search for a modification 
of basic principles that are now widely applied. In addition, a 
search will be initiated for institutions that prevent what can 
be perceived as a problem.6

In short, information changed everything. It inaugurated a revision 
in what economists saw fit to analyze and what was falling within 
their remit. The multiple chickens in  chapter  8 had come home 
to roost. This was no minor change to Walrasianism; attending to 
information would eventually necessitate further adjustments, not 
only to “basic principles” but also to economists’ practical relation-
ship with the economy itself— to the very purpose of economics as 
a vocation. No longer would the economist heedlessly berate the 
agent for failing to act rationally (oil companies in the case of the 
winner’s curse, for following naïve bidding strategies7); now, econo-
mists in good standing would fix markets to make things happen.8 
No economist prior to 1980 had ever made such a claim. Hence, the 
final consequence of the introduction of information was to change 
what an economist does.
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But who wanted this new species of economic expertise— and 
to what ends? Although the Markets and Organizations report 
provided an important endorsement of market design, it would be 
prudent to point out that such work was at that time still thin on 
the ground, and largely the province of a handful of tinkerers con-
centrated well beyond the groves of the Ivies, with many located 
outside of economics departments proper. So let us pan out a bit, 
beyond the bounds of the profession, to consider the circumstances 
surrounding the drafting of the Markets and Organizations report.

The time was the 1980s; in an age of retrenchment, the Reagan 
administration had proposed drastic budget cuts for social science 
funding. Understandably, this alarmed a broad range of social sci-
entists and provided an impetus for them to join in an unusual effort 
to justify the practical usefulness of their disciplines and highlight 
the most promising areas for development (and funding).9 With 
research financing now imperiled, the spadework undertaken 
at Cowles (and later, Purdue) began to bear fruit as the profes-
sion rallied around the study and design of novel “organizations.” 
Slowly at first, but then with astonishing rapidity, the aspirations of 
economists and policymakers converged on the task of thoroughly 
redesigning the organizations of the economic lifeworld from bot-
tom to top. Market designers offered to lend their expertise (for a 
price), and with increasing frequency policymakers took them up 
on their offer. This convergence was no accident. Policymaker and 
economist alike came to appreciate how real- world markets came 
to increasingly resemble information processors, and they adjusted 
their aspirations in light of this;10 both would come to attribute 
immense epistemic capacities to these markets. As a practical mat-
ter, this justified the piecemeal marketization of government func-
tions and ultimately full privatization; as a theoretical matter, this 
served to degrade the cognitive capacities of the agent. In a way we 
will explicate in the remainder of the book, market design turned 
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out to be a perfect “fit” for its time, because it constitutes the pre-
cepts of neoliberalism taken to their logical conclusion.11

Like detective stories, histories of economics tend to conform 
to certain conventions that make the reader comfortable. Almost 
all current intellectual history of economics portrays its protago-
nists as if they were all talking about the same “thing,” as if in a 
dialogue across generations. That endows the plot line with solid 
chronology and infuses a confident sense of cumulative under-
standing. For historians covering the post– WWII era, the object 
of their rational reconstructions has been the agent. The transfor-
mation of agency takes center stage for Floris Heukelom (2014), 
for instance, who offers an account of economists rejecting gen-
eral characterizations of agent behavior in favor of descriptions 
grounded in observation. Before, economists contented them-
selves by operating with mere assumptions about agency; now such 
characterizations must be submitted to an empirical audit. Nicola 
Giocoli (2003, 2009) also focuses his account on agency, only he 
posits that the past several decades have been a period of regres-
sion. Agency underwent reconceptualization from maximization 
to formal consistency; as a result, the profession relinquished 
concern with the process by which agents pursue their desires. 
Eventually, Bayesian rationality caught fire, allowing economists 
to engage in institutional design.12

Perhaps hazarding a bit more controversy, we believe we can 
detect in these works a normative lesson. For Giocoli, the impera-
tive of revising our representations of agency to correspond to 
the insights of psychologists (among others), to develop more 
realistic accounts of behavior and learning, would serve to “reaf-
firm the central role of human beings in economic models.”13 For 
Heukelom, whose vantage point is ten years later than Giocoli’s, 
the stance becomes something like this has already taken place. 
The improved understanding of agents’ behaviors, coupled with a 
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more thorough understanding of normative theories of rationality, 
has provided economists with the means to help agents act more 
rationally (think here of Sunstein and Thaler’s Nudge), and the 
moral obligation to do so. In heralding the Grand Emancipation 
of the agent, these histories resemble nothing so much as intro-
ductory chapters from textbooks on behavioral economics.14 
Rendering our agents more fully human will liberate us from the 
machine.

Generally, the rational reconstruction approach to history is 
misleading; but when it comes to the treatment of information, 
it ends up lost in Bedlam. What do we offer in its stead? We must 
admit there has been no single unified story here related so far but, 
rather, the intersection of a number of very big intellectual cross-
currents: the rise of information in the twentieth- century natural 
sciences, the consolidation of neoliberal political economy, the 
Socialist Calculation Controversy, Hayek on epistemology, the 
response of market socialists at the Cowles Commission, the selec-
tion by economists of a range of incompatible model options to 
incorporate into their neoclassical tradition, and the rise of mecha-
nism design. These things all had some bearing upon one another, 
but as yet we have not directly made the case that there is a coherent 
story to be told about these events.

In the 1970s, information broke out of the narrow arenas we 
have visited in  chapters  1 through 8, and infiltrated every cor-
ner of economics:  micro, macro, econometrics, experimental, 
behavioral— you name it. Making a checklist of the highlights 
would simply compound the sense of arbitrariness in the reader; it 
would resemble a wild goose chase. Rather than that, we do have 
a story to tell with a proper plot line, and we believe it is of utmost 
importance for the shape of economics in the twenty- first cen-
tury. Plainly, and starkly, the spread of the “information” concept 
throughout economics after WWII thoroughly and irreversibly 
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changed the way economists thought about markets, and that hap-
pened in parallel with changes in actual markets themselves. Given 
that The Market as icon and touchstone remained so central to the 
self- identity of the economics profession, ultimately this dynamic 
changed what it meant to be an economist:  it eventually altered 
what economists did. Their remit, primarily, shifted from market 
description to market design. This had nothing to do with a conven-
tional progress narrative, which would track various protagonists 
working their way ever closer to the truth concerning a fixed empir-
ical target. Our alternative, we insist, is a tale full of sound and fury, 
signifying quite a lot.

Every Aristotelian arc requires a pivotal protagonist. We opt 
to begin our discussion by identifying a single exemplary figure 
through whom one can observe these big trends at work. But whom 
to select? Such a person would have to be a member of the profes-
sional orthodoxy in good standing (unlike, say, Friedrich Hayek),  
situated at the center of attempts to grapple with the disruptive 
forces of information and ideally celebrated as a pioneer for his or 
her attempts to do so. Since the effects of information were only 
dimly perceived, and only belatedly, one should not be surprised 
if affirmation of this person’s exceptional standing came unusu-
ally late. Moreover, if we are right in insisting that information 
did not remain a fixed target but, rather, was a movable feast, 
our coming to such late appreciation of his contributions would 
mean we would have to successfully navigate some hairpin turns. 
Consequently, we might expect a lingering and barely suppressed 
confusion about the coherence of our figure’s central intellectual 
project.

We open this portion of our case by focusing on someone who 
fits this description to a T, the protagonist whom we cited at the 
outset of this chapter: Leonid Hurwicz.15
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HURWICZ AT THE BIRTH 
OF MECHANISM DESIGN

Not so long ago, Leonid Hurwicz would have, at best, been regarded 
as a supporting actor in the history of economics— a collaborator of 
Kenneth Arrow’s on some important papers on mathematical pro-
gramming and the stability of a general economic equilibrium.16 He 
would not have rated as a star, but maybe a second banana. Yet how 
things have changed. By now, the profession has come to attribute 
to Hurwicz something approaching an indispensable leading role, 
for “laying the foundations of mechanism design,” in the words of 
the Prize Committee of the Royal Swedish Academy of Sciences, 
who awarded him its 2007 prize.

The reappraisal came very late. Although the Bank of Sweden 
Committee (BOS) has a well- earned reputation for selecting its 
recipients at a relatively advanced age, at ninety Hurwicz was its 
oldest ever laureate (the average recipient age has been sixty- seven). 
That he shared his prize with researchers over thirty years his junior 
(the game theorists Eric Maskin and Roger Myerson, among the 
prize’s youngest ever recipients17), necessitated a highly circum-
scribed and carefully worded acknowledgment of Hurwicz’s contri-
bution. In its “Scientific Background for Mechanism Design,” the 
Bank of Sweden Prize Committee eliminated any substantive refer-
ence to his work published prior to the age of fifty- five, a body of work 
that included the 1960 paper in which he introduced the concept 
of mechanism design.18 Instead, it proclaimed “Mechanism design 
theory became relevant for a wide variety of applications only after 
Hurwicz (1972)” (Royal Swedish Academy of Sciences 2007, p. 2). 
The committee made mention of only those works directly relevant 
to those of Maskin and Myerson— which is to say, the Bayes- Nash 
approach to studying economic institutions; it studiously avoided 
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mentioning Hurwicz’s early rejection of the usefulness of game the-
ory for this line of inquiry.

The Bank of Sweden Prize citation serves as a pretty fair approx-
imation of the way the orthodox profession views the significance of 
Hurwicz’s contributions. Jerry Green put it like this: “Hurwicz gave 
us the definitions, and we went to work.”19 Leonid Hurwicz: giver of 
definitions. The year prior to their joint award, Myerson provided a 
more expansive discussion:

In an influential paper, Hayek (1945) argued that a key to … 
economic theory should be the recognition that economic 
institutions of all kinds must serve an essential function of com-
municating widely dispersed information about the desires of 
different individuals in society. From this perspective, differ-
ent economic institutions should be compared as mechanisms 
for communication… . The pivotal moment occurred when 
Hurwicz (1972) introduced the concept of incentive com-
patibility. In doing so, he took a long step beyond Hayek in 
advancing our ability to analyze the fundamental problem of 
institutions.20

Myerson’s account— prepared for the Econometric Society as its 
“Hurwicz Lecture,” explicitly to honor Hurwicz— omitted mention 
of anything Hurwicz wrote before the age of fifty- five. Researchers, 
beginning with Barone, Lange, Mises, and Hayek, were after a 
theory of institutions, or so he claimed, but they were ill- equipped 
to study the incentive properties related to the communication of 
information. In 1972, Hurwicz managed to crack the case; now 
we understand moral hazard. Possibly significant, his insight was 
profound, but the contribution apparently did not merit much fur-
ther elaboration on his part. It is revealing that in Myerson’s entry 
on “mechanism design” written for the New Palgrave Dictionary of 
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Economics (2008), Hurwicz’s name appears only in the bibliogra-
phy, as co- editor of a volume including one of Myerson’s papers (the 
works of Maskin and Myerson are cited several times).21 When it 
comes to Hurwicz’s role, one feels as if encountering a declassified 
and heavily redacted embassy wire: two or three sentences in a sea 
of black.

In pointing out these omissions concerning Hurwicz’s career, 
our intention is not to suggest that he has received inadequate 
credit— an absurd claim in light of his receipt of the BOS Prize. 
Instead, our purpose is to illustrate that in their single- minded 
attempts to find precursors to one specific favorite research pro-
gram, such authors manage to miss almost everything potentially 
illuminating about the career of Hurwicz, even as it pertains to mech-
anism design.

To give a sense of what is missed by such accounts, we will pres-
ent our own brief account of Hurwicz’s career, unexpurgated, and 
truer to the historical record.

Leonid Hurwicz was born in Moscow in 1917, spending most 
of his childhood in Poland after his family fled Russia following 
the victory of the Bolsheviks. He was a voracious student, and his 
training was diverse: he studied law at the Józef Piłsudski University 
(now the University of Warsaw), but he also studied at the Institute 
for Experimental Physics. His intention was to follow his father in 
practicing law, but the mounting Nazi threat caused him in 1938 to 
depart for London. Then, after the British refused to renew his visa, 
he went to Geneva, and finally in 1940 to the United States, where he 
was taken in by cousins living in Chicago. Following the entry of the 
United States into World War II, he landed a job teaching statistics, 
mathematics, and physics to army and navy recruits at the Institute 
for Meteorology. Soon thereafter, on the strength of his statistics 
background, he was recruited to the ground zero of information pro-
cessing in neoclassical economics, the Cowles Commission.
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In some ways, Hurwicz was a typical Cowles Commission 
member: an immigrant (Polish, like Lange), skilled in mathemat-
ics, with a background in the natural sciences. Among those at 
Cowles, Hurwicz’s experiences specifically attuned him to Hayek’s 
claims about the informational advantages of markets. While in 
Europe, Hurwicz encountered Hayek (in London) and Ludwig 
von Mises (in Geneva). Around that time he became an adherent 
of market socialism. As stressed in  chapter 7, at Cowles, Hurwicz 
reconceptualized an economic system as a kind of communications 
device, vaguely like a computer, whose properties could be studied 
to see whether it ran correctly (for Cowles, “computing” a Pareto 
optimal allocation), possibly as a prelude to technological augmen-
tation. The term he eventually coined for such studies was “mech-
anism design,” although “design” here assumed a very peculiar 
sense, since Hurwicz neither built anything nor seriously proposed 
how one could use his “designs” to do so. What, then, were these 
“mechanisms?” At base they were directions on how to structure 
communications processes within an economy/ institution/ organi-
zation. But they were lightly sketched, and often given slim motiva-
tion: some seemed offered almost in the spirit of a joke.22 He did 
propose restricting consideration to processes that were “decen-
tralized,” seemingly a concession to Hayek, although not much of 
one, since it basically left the planning ambition of market socialists  
untouched.

The fact that he viewed decentralization as a constraint dic-
tated by limitations on the capacity of economic communications 
pointed to one additional inspiration for his “mechanisms”— 
cybernetics. Among a Cowles group deeply influenced by cyber-
netics, Hurwicz was perhaps the biggest enthusiast, claiming that 
it informed his explorations into decentralized mechanisms, and 
going so far as to suggest that it could settle Cowles’s intractable dis-
pute with the institutionalists. Hurwicz also enjoyed a reputation 
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as a cybernetics expert within the corridors of power of the defense 
establishment; in the 1960s, he served on the Cybernetics Panel of 
President Kennedy’s Scientific Advisory Committee, which stud-
ied the purported “cybernetics gap” between the United States 
and Russia (and found the state of Russian cybernetics wanting).23 
Hence, the point of mechanism design, at least initially, was to use 
the imagery of cybernetics to build institutions that could work 
around the kinds of problems with central planning that Hayek had 
so strenuously objected to.24

Owing in part to the failure to make appreciable headway on 
“decentralization,” not to mention the accumulation of negative 
results regarding generalized uniqueness and stability of equilib-
rium by the Walrasians, and to external changes in conceptions of 
information, by the 1970s, Hurwicz had shifted focus to “incen-
tive compatibility.” He claimed, “[A] t some point I  decided that 
since I know people are not angels, perhaps I should not completely 
ignore the incentive aspect.”25 That the term had appeared in his 
very first (1955) paper on mechanism design indicates he had ear-
lier considered this possibility.26 In retrospect, Hurwicz tended to 
portray the shift as pertaining to the recalibrated topic of study, 
from informational aspects to incentive aspects of mechanisms. In 
fact, both sets of work addressed information; what had noticeably 
changed was the operant notion of information.

Informationally decentralized mechanisms were reconceptu-
alized as noncooperative games, with the planner now tasked as 
designing “incentive compatible” systems for encouraging “truth 
telling,” and the likelihood of such truth telling ascertained by 
application of the Nash solution concept. The task was no longer to 
explore limits in channel capacity but, instead, to purportedly force 
agents to reveal their privately held information. Hurwicz seemed 
oblivious that he was shifting from the sphere of mere communi-
cation technologies to thornier questions of the nature of truth. 
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Initiating this shift in how to conceive of information almost imme-
diately led to another, where now information would be conceived 
more in the tradition of Blackwell’s idiom. Most of this work was 
undertaken by students of Hurwicz, or those encouraged by him, 
often at Purdue, Northwestern, or a long- running series of annual 
conferences on decentralization sponsored by the U.S. National 
Science Foundation.

Hurwicz did evince an awareness of computational issues, the 
third class of information models, but tended to suppress them or 
otherwise relegate them to the secondary status of “transactions 
costs.”27 He avoided the more fundamental issues of computabil-
ity: “feasibility of the computations required by the process, as 
distinct from possession, transmission, or perception of informa-
tion is ignored.”28 The task of addressing computability effectively 
devolved to Stanley Reiter (Hurwicz served on his dissertation 
committee) and Kenneth Mount. The effect was to lead them fur-
ther and further from the orthodox Walrasian account.29

One therefore observes in the trajectory of the career of Hurwicz 
a traverse through the various approaches to information avail-
able to orthodox economists, covered in  chapter 8. Unfortunately, 
Hurwicz was not explicit in acknowledging his own shifting 
approach to information; sometimes he acted as willing participant 
in an effort to marginalize his previous enthusiasms,30 even as he 
did not entirely relinquish them in his work. If there was continuity, 
it lay in what Hurwicz opposed. In ringing these changes, he would 
feel compelled, time and again, to invoke the name of Hayek, who 
was a formative influence:

Much of my own work since the 1950s has been focused on 
issues in welfare economics viewed from an informational 
perspective. The ideas of Hayek (whose classes at the London 
School of Economics I  attended during the academic year 
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1938– 39) have played a major role in influencing my thinking 
and have been so acknowledged. But my ideas have also been 
influenced by Oskar Lange (University of Chicago, 1940– 42), 
as well as by Ludwig von Mises in whose Geneva seminar 
I took part during 1938– 39.31

Throughout his long career in mechanism design, Hayek’s chal-
lenge remained at the forefront of Hurwicz’s mind. In his first work 
on mechanism design, Hurwicz freely cited the work of Hayek as a 
primary motivation:  Hayek’s “The Use of Knowledge in Society” 
was one of only two cited references in the bibliography, and he 
framed the entire discussion as a meditation on the nature and sig-
nificance of the argument advanced by Hayek. He noted, “It was 
Hayek who indicated some of the desirable features of the manner 
in which the competitive adjustment process handles the relevant 
information.”32 At that time, he interpreted the Hayekian doctrine 
in conformity with the earlier version postulating information as 
dispersed, but still accessible, provided one employed a method 
of communication akin to— though better than— The Market. 
Hurwicz’s shift to game theory was accompanied by a changed view 
of the economic significance of information. Now the focus would 
be on devising schemes to encourage “truth telling,” informed by 
the belief that economic knowledge was mostly inaccessible, and 
needed to be more coercively extricated through the market.

In this shift in epistemics, Hurwicz followed his former teacher 
but political opponent, albeit with a bit of a lag. The final leap would 
come mostly with the passing of the baton to his students, who 
would begin to study the computational properties of economic 
systems, and shifting the emphasis from “mechanism design” to the 
engineering profession of “market design” for fun and profit. The 
pirouette from fantasy to fabrication happened haphazardly, but 
then, with greater conviction.
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MARKET DESIGN TAKES OFF

What would market design look like in action? The Great 
Transformation of economists into engineers did not happen all at 
once. Let us consider what was arguably the first attempt to “go the 
market one better”— the design of a market to improve the flow of 
commercial airport traffic in high- volume U.S. airports.33 Although 
the study, which was authored by David Grether, Mark Isaac, and 
Charles Plott, was originally intended for an audience of officials 
at the Civil Aeronautics Board and written accordingly, it circu-
lated widely and left a deep impression on academic economists, 
particularly those cadres most responsible for the development of 
market design. It attracted numerous citations— including, signifi-
cantly, in the Markets and Organizations report, as an example of a 
promising new development in economics. That the study became 
so influential is made all the more astounding by the fact that it was 
not formally published for a full decade after its completion, when it 
was reissued as an “Underground Classic in Economics.”34

The circumstance that conjured this early instance of market 
design was the deregulatory wave that had begun to wash across the 
U.S. political landscape in the 1970s. Airline regulation was an early 
and conspicuous target: Senator Ted Kennedy held hearings on the 
performance of the Civil Aeronautics Board (CAB) in 1974; a few 
years later, in 1977, President Jimmy Carter appointed Alfred Kahn 
to the CAB. Kahn appointed the law and economics scholar Michael 
Levine, first as director of the Bureau of Pricing and Domestic Aviation, 
and later as general director of International and Domestic Aviation.35 
Characteristic of the law and economics movement, Levine advocated 
for deregulation; Kahn instructed him to set to the task.

At that time, high- traffic airports assigned landing slots via a 
committee composed of members representing the airlines; the 
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potentially anti- competitive nature of this arrangement had begun 
to attract scrutiny, particularly since the 1978 passage of the Airline 
Deregulation Act encouraged entry into the industry, suggesting 
to many that scheduling pressures would continue to mount. As it 
happened, Levine had recently completed three papers on agenda 
influence in committees with Plott, who was a former colleague of 
his at Caltech; soon Plott, along with his colleague at Caltech David 
Grether and graduate student Mark Isaac, was invited to submit a 
report to the CAB on the performance of these committees.36

Caltech had by that time established itself as one of the two 
most important centers of experimental economics in the world 
(the other being Vernon Smith’s University of Arizona econom-
ics department). This was due largely to the efforts of Plott, who 
conducted the first economic experiments there in the early 1970s 
and immediately attracted an impressive cohort, including John 
Ferejohn, Morris Fiorina, David Grether, and Roger Noll, along 
with Levine, as well as William Riker (a visitor to Caltech during 
1974).37

The marked presence of political scientists and legal scholars in 
this group provides some indication of the distinct provenance of 
Plott’s approach: though he took inspiration from Vernon Smith— 
and like him, taught at Purdue when it was a center for organization 
studies— unlike Smith, Plott arrived at experimental economics via 
public choice, a path he embarked upon as a student of MPS mem-
ber James Buchanan at the University of Virginia.38 The “experi-
mental public choice” that he developed during the early 1970s 
addressed committees, agenda influence, voting, and negotiation— 
topics of obvious interest to political scientists.39 Soon thereafter, 
this Caltech approach merged with Smith’s studies of markets,40 
a development that led Caltech experimentalists to claim exper-
tise in the evaluation of every imaginable kind of decision- making 
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process— public, private, market, voting, bureaucracy, and negotia-
tion, including types that lived only in the imagination:

Policy analysis is … removed from preoccupation with exist-
ing institutions. It becomes a type of “institutional engineer-
ing” whereby the basic principles are used to construct “new” 
or “synthetic” institutions … [which] may or may not resem-
ble any existing institutions.41

Of course, since such “synthetic institutions” would have had no 
track record, the ability to generate experimental evidence assumed 
particular salience. While there was no a priori reason why one class 
of organizations would necessarily be preferred to another— in 
principle, a market could substitute for a bureaucratic process and 
vice versa— in practice, markets would always be the most favored 
organization, a bias that reflected the Caltech program’s neoliberal 
origins.

Given that the 1978 Airline Deregulation Act called for phas-
ing out the CAB by 1983, finding a substitute for bureaucratic deci-
sion making was at the forefront of CAB officials’ minds. Plott, 
along with Grether and Isaac (who together formed a company, 
Polinomics, and submitted under this name), responded with a 
proposal to do away with the committees and instead auction off 
the slots to the highest bidders. It did not merely call for establish-
ing property rights in slots and allowing their cash sales (which had 
been prohibited by the FAA). Instead, the initial assignment of slots 
would be a highly structured affair, with each airport periodically 
conducting a formal auction for them.

Polinomics proposed a heretofore- unimagined market, referred 
to by one reviewer as an “almost Vickrey” auction:  it would call 
for sealed bids, award slots to the highest bidders, and charge the 
awardees a uniform price equal to lowest winning bid.42 Although 
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they did acknowledge that complementarities and indivisibilities 
might compromise the effectiveness of their auction (acquiring a 
departure slot would be useless without a corresponding landing 
slot at the destination, at the right time), they offered to remedy 
the problem by running a continuous aftermarket trading scheme 
(now, organized as an “open book” auction).

In laboratory experiments, those with the highest induced val-
ues tended to acquire the slots; on this basis, the Polinomics report 
claimed it was a demonstrably “efficient” method. But crucially 
from the standpoint of the CAB (as well as the airlines, which were 
deeply involved in the rulemaking process), Plott and his co- authors 
did not confine their analysis to the pursuit of static efficiency; they 
insisted they could engineer the market to deliver on a variety of 
additional policy goals: service to small communities, responsive-
ness to changing circumstances, safeguarding against monopoly 
and collusion, promoting long- run industry growth, and increasing 
airport capacity.43

This early example offers us a glimpse of what made market 
design so novel. Clearly, Plott and his co- authors were suggesting 
that markets could improve on bureaucratic decision making, a 
common neoliberal theme at the time. Implicit in their proposal, 
however, was the position that the way trade was structured would 
influence the “effectiveness” of the market. This opened up a 
potential for the economist to apply the lessons of economics to 
auction design, yet the relationship with previous work in eco-
nomic theory was strained and awkward. The resulting markets 
may have borne some resemblance to auction forms previously 
analyzed in the literature, but the resemblance was usually vague, 
and the form settled upon would often fail to heed what was con-
sidered a central theoretical lesson found in the literature (e.g., the 
airport- slot auction was almost Vickrey). Sometimes this depar-
ture would be chalked up to the necessity to recognize political 
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realities; more often there was a solid economic rationale: market 
designers often lacked confidence in extant theories of agency (was 
meeting criteria of “incentive compatibility” really that important 
for performance?).

Newly developed methods of conducting computerized labora-
tory experiments meant that market designers could “test” a new-
fangled market’s performance prior to implementing it; one might 
even explore alternative configurations in an unstructured way. Of 
course, adjudging performance often meant collapsing a variety of 
potentially incompatible goals into a single number— “allocative 
efficiency” or “system surplus”— but the drawbacks were minor 
when compared with the benefit of rhetorical force:  policymak-
ers had neither time nor patience for optimality proofs, but readily 
agreed that “97  percent efficiency” seemed pretty good, and cer-
tainly was better than 85 percent. Hence, one important innovation 
of the market designers was their development of techniques per-
suasive to non- economists, opening new forms of engagement with 
the neoliberal state.

As for fellow economists, subsequent interest in this case zeroed 
in on potential problems with the aftermarket; emphasis on post- 
market correction seemed only to underscore the drawbacks of 
the “almost Vickrey” auction. Instead, Stephen Rassenti, Vernon 
Smith, and Robert Bulfin proposed integrating the individual air-
port auctions into a single, grand auction in which it would now 
become possible to submit “contingent” bids for combinations of 
slots.44 The resulting maximization program would now face an 
explosive number of constraints, raising the issue of combinatorial 
complexity. Rassenti addressed this issue algorithmically, via the 
instrumentality of the physical computer. Hence, what began as a 
commission to assist in deregulation rapidly became an elaborate 
task in management of information processing.45
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Here, the shape of things to come clicked into place: informa-
tion processing in the service of neoliberal politics, and endorsed by 
those (authors of the Markets and Organization report) who origi-
nally took their charge as rebutting Hayek’s position in the Socialist 
Calculation Controversy. As information was reified, economists 
began to fix their focus upon organizations, and then markets. The 
era of market design was at hand.
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[10]

 THE HISTORY OF MARKETS AND 

THE THEORY OF MARKET DESIGN

Before 1980, many people believed that The Market was some-
thing that has always existed in a quasi- natural state, much like 
gravity. It seemed to enjoy a material omnipresence, sharing many 
characteristics of the forces of nature, warranting a science of its 
own. That science was first called “political economy,” and then, 
after roughly 1870, “economics.” The modern orthodoxy of that 
science, the neoclassical tradition, has always taken the nature of 
The Market as the central province of economics, has it not?

Assuming so would be premature, as some high- profile ortho-
dox economists have noted: “It is a peculiar fact that the literature 
on economics … contains so little discussion of the central insti-
tution that underlies neoclassical economics— the market.”1 And, 
“Although economists claim to study the market, in modern eco-
nomic theory the market itself has even a more shadowy role than 
the firm.”2 Arrow and Hahn’s General Competitive Analysis asserts 
in passing that it takes the “existence of markets … for granted.”3 
In fact, a judicious and unbiased overview of the history of the first 
century of neoclassical economics would confirm that its adherents 
had been much more fascinated with the status and nature of agents 
than with the structure and composition of markets.

Most of the time, the concept of The Market was offhandedly 
treated as a general synonym for the phenomenon of exchange 
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itself, and hence rendered effectively redundant.4 Even in the few 
instances when key thinkers in the tradition felt they should discuss 
the actual sequence of bids and asks in their models of trade— say, 
for instance, Leon Walras with his tâtonnement, or Edgeworth with 
his recontracting process— what jumps out is that they bore little or 
no relationship to the operation of any actual contemporary mar-
ket.5 Mid- twentieth- century attempts to develop accounts of price 
dynamics were, if anything, even further removed from the increas-
ingly sophisticated diversity of market formats and structures, as 
well as the actual sequence of tasks that markets accomplish. 
Spectral auctioneers, mechanical differential equations written 
in terms of economy- wide “excess demands,” markup controver-
sies, cobwebs, and the like had nothing to do with the structure of 
activities of real- world market participants in their diverse market 
settings.

Any acknowledged differences in market structures where 
agents congregated would be treated as second- order complica-
tions (viz., perfect competition vs. monopoly) or else collapsible 
to commodity definitions (“the” labor market, “the” fish market); 
and therefore The Market in neoclassical economics came to be 
modeled as a relatively homogeneous and undifferentiated entity. 
Whether justified as mere pragmatic modeling tactic (for reasons 
of mathematical tractability) or a deeper symmetry bound up with 
the very notion of the possibility of existence of “laws of econom-
ics,” market diversity was effectively suppressed, as one can still 
observe from modern microeconomics textbooks.

A whole slew of events intervened to undermine this monolithic 
view of the nature of a generic Market— a full roster that deserves 
its own historian. Here, we shall have to rest content with a mere 
incomplete list. The first and foremost catalyst was the transfor-
mation of the computer from an icon of a giant calculator, to the 
increasing appreciation of computers as distributed all- purpose 
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communication devices, starting in the 1970s, and culminating 
with the spread of the Internet in the 1980s and 1990s.6 The second 
was a number of interventions made by regulators from the 1960s 
onward to improve or otherwise reconfigure specific markets. 
Here, we point to the work of a number of economic sociologists, 
such as Greta Krippner, Sarah Quinn, Juan Pablo Pardo- Guerra, 
Carolyn Sissoko, Martha Poon, Yuval Millo, and a host of others.7 
Their shared perspective is that many dramatic alterations in mar-
ket formats began as well- meaning “reforms” reacting to short- term 
political controversies, often without any intention of producing 
the later upheavals in actual market functions that ensued.

To give a brief flavor of this work, we can point to the exemplary 
text of Sarah Quinn on the birth of securitization of mortgage debt. 
She documents the efforts of Fannie Mae to encourage a wider 
and deeper national mortgage market up until 1968, when Lyndon 
Johnson sought to hide his ballooning budget deficits linked to the 
Vietnam War by privatizing Fannie Mae and placing its activities 
“off- book”— laying the foundation for issuance of standardized 
mortgage- backed securities, authorizing Fannie Mae to issue secu-
ritized bonds based on pools of sanctioned mortgages and sweet-
ened with a number of partially hidden government guarantees. In 
1970, Freddie Mac was founded on this same model.

With further amendments that cannot be covered here, the gov-
ernment effectively removed much housing subsidy off its books 
in the short term, and simultaneously encouraged further “finan-
cial innovation” on the part of private issuers of debt. An excess 
of ingenuity spawned new market formats with new “products.” 
New instruments begat new markets, which eventually came to 
grief in the global financial crisis that began in late 2007. Similar 
stories have been told concerning the post- 1970 fragmentation of 
share markets, the rise of credit scoring, special investment vehicles 
(SIVs), and much else besides.
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The third set of events driving intellectual recognition of mar-
ket reorganization was the growing political strength of the Mont 
Pèlerin Society and the neoliberal thought collective. Throughout 
the various histories of market innovations, one observes from the 
1980s onward that neoliberal politicians and think tanks enter into 
policy debates to recast many of the innovations initiated by gov-
ernment regulators as needing to take into account that markets 
were better judges of the success or failure of those very same mar-
ket reconfigurations; often they pushed further market engineering 
under the rubrics of “deregulation” or “privatization.” The worship 
of innovation had come to be trained on markets themselves. One 
observes this in the blitz to locate financial derivatives in arenas 
beyond the reach of regulators, or in the demutualization of previ-
ously protected stock exchanges.

Economic sociologists have rightly insisted that these battles 
were over the very definition of what a legitimate market was or 
should be; more often than not, ideals of efficiency were recast as 
appeals to informational efficiency, such that the market could easily 
outperform the surveillance of any potential regulator. Thus, actual 
market structures were being nudged to look more like information 
processors, extolled by neoliberal politicians and inspired by the 
computational developments just mentioned.

So markets were changing, and eventually the economics pro-
fession had to sit up and take notice. The multiplicity of markets 
started to break through their academic consciousness in all sorts 
of ways:  the rise of a burgeoning literature on the “efficient mar-
kets hypothesis” in finance; the materialization of a dedicated field 
concerned with “market microstructures”; the coding of market 
protocols in experimental economics. The proliferation of market 
minutiae posed a challenge for neoclassical economics: one could 
continue to merely describe and taxonomize the efflorescence of 
structures, or else one could grasp the nettle and begin to claim 
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expertise in building some of these novel structures. That latter 
option was the beginning of the field of “market design.”

Consequently, since roughly 1980, the profession converged 
upon a more “constructivist” approach to markets in the sense 
that it has become possible, for the first time, to acknowledge that 
market formats do indeed differ in significant ways; furthermore, 
it might be possible for economists to intervene in the setup and 
maintenance of these diverse structures. Where economists 
once placidly contemplated markets from without, situated in a 
space detached from their subject matter, so to speak, now they 
are much less disciplined about their doctrines concerning the 
nature of economic agency, and much more inclined to be found 
down in the trenches with other participants, engaged in making 
markets.

Economists were not the only social scientists caught up in 
these trends. Science studies scholars and economic sociologists— 
groups nominally hostile to the economics orthodoxy— soon took 
notice that economists had adopted a more hands- on approach, 
and they sought to interpret this as leaving an opening for their 
own theoretical predilections and potential interventions. Michel 
Callon has famously argued that “the role of the sociology of eco-
nomics and the anthropology of economics is precisely to design 
tools” in order to “influence or structure institutions.”8 His fol-
lowers came to believe that their discovery of the active interven-
tion of economists in (some) markets— a phenomenon they wish 
to characterize as economists “performing” the economy— is 
a major validation of the ontological theses for which they have 
become famous.

We have argued elsewhere that little solid in the way of usable 
analysis for science studies and economic sociology can be derived 
from the performativity thesis.9 Although this is not the place 
to rehearse that argument, we would reiterate that by focusing 
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exclusively on the interventions of economists, performativity 
accounts miss some of the most important reasons why markets 
are changing. Economists have not wrought their designs solely on 
their own terms, as we shall argue later in this volume.

An additional problem is that the performativity thesis has 
begun to influence the way the history of economic thought is cur-
rently being written. Here, we point to Ivan Boldyrev and Alexey 
Ushakov, who credit this work on performativity with inspiring 
them to draw attention to the “constructive” elements of economic 
models, and to present as their exhibit one Leonid Hurwicz’s prac-
tice of mechanism design.10 According to their performativity- 
inspired reading, Hurwicz and those influenced by him sought 
to create algorithms for the purpose of implementing market 
socialism.

Obviously they weren’t able to do so, but once they began to 
account for incentive structures and experimental results, scaled 
down their ambitions, and set to the “local” task of designing new 
kinds of markets and auctions, they did achieve some success. While 
this necessitated that mechanism design take on board some lessons 
of game theory and experimental economics, doing so required the 
program only to add a constructive element, instead of repudiating 
the prior core commitments of their research program: “Planning 
became more local, but the principles of mechanism design … 
remained the same.” Hence, for Boldyrev and Ushakov, develop-
ments in economics— such as Walrasian mechanism design, Bayes- 
Nash game theory, and experimental economics— are understood 
jointly as complementary activities in the task of building reliable 
“economic machines.”

Here, we find the telltale pathologies of performativity- inspired 
accounts: the deployment of a new armamentarium of jargon that 
serves only to gussy- up orthodox textbook accounts of the his-
torical development of economics. There are no ruptures, and 
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nothing is repudiated:  all economists are enlisted (team- like?) in 
the collective project of designing reliable machines. While these 
kinds of accounts admit many objections, it is the penchant of the 
performativity- inspired account to collapse fundamentally dif-
ferent and even contradictory research programs into a uniform 
“economics” that comes to be “performed,” which for the historian 
constitutes its most damaging legacy.

In this case, the misunderstanding extends not only to the 
most important elements of game theoretic and experimentalist 
approaches to market design but also to Hurwicz’s own project, 
as we will argue in the following section. True, there may have 
been a constructivism inherent in Hurwicz’s version of “mecha-
nism design,” but it was repressed and, crucially, his followers 
did not care to pursue that avenue. Hurwicz never supervised 
the building of anything. We noted in  chapter 9 that during the 
1980s, various and sundry economists began to apply the term 
“design” to their activities with increasing frequency. But one 
should not confuse resort to the same idiomatic term with overt 
agreement on the appropriate activity of the economist; in their 
hands, “design” referred to an amazingly wide variety of activities 
(what, precisely, was being designed?), among which only a lim-
ited subset would involve the construction of a concrete institu-
tion in the world. Within the profession, the opacity of this term 
has led to all matter of confusion about the conceptual relation-
ships between “mechanism design,” “market design,” “auction 
theory,” and game theory, as we will argue below. Unfortunately, 
performativity- inspired accounts both reproduce and amplify 
this confusion.

The crux of this problem, we insist, is a failure to pay due atten-
tion to what information has meant to these economists. We devote 
the remainder of this book to remedying this confusion.
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THE NARRATIVE TRAJECTORY OF  
THE HISTORY

Our plot for the remainder of this book consists of two major com-
ponents:  (1)  an abstract intellectual trajectory traced by the eco-
nomics profession concerning the nature of markets, built up from 
elements of the previous chapters; and (2), a history we hinted at 
above, which has begun to be written outside the economics profes-
sion of late, that describes how actual markets have been profoundly 
altered in the late twentieth century, often (but not invariably) 
with the participation of economists. Both components exist to 
drive home the lessons from our history: (1) there is still no single 
orthodox economics of information, even at this late date, although 
there are trends that can be described, if not completely explained; 
and (2)  markets in the twenty- first century are continually being 
reengineered to look more like information processors, even if they 
didn’t start out that way. This time things really are different.

The career of Leonid Hurwicz, sketched in the previous chap-
ter, illustrates the intellectual trajectory. Neoclassical economists, 
initially located at Cowles, appropriated formal models of informa-
tion from the sciences. These models served to structure distinct 
and implicitly incommensurate research programs within the 
orthodoxy. Initially, after the fashion of Claude Shannon, econo-
mists began to treat information as a thing- like commodity. Some 
quickly relinquished this view of information, while others such as 
Leonid Hurwicz pursued this will- o- the- wisp until it could no lon-
ger be maintained.

After mostly giving up on this option, a broad range of econ-
omists looked into treating information as statistical induc-
tion. Information in these models was envisaged as the output of 
inductive inference, usually Bayesian, structured by Blackwell’s 
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formalism, where information was conceived as measures over 
partitions of states of the world. This version found a snug home 
in game theory and macroeconomics. In a separate development, 
fewer economists explored the notion of information as symbolic 
computation, inspired by studies of Turing Machines, leading 
directly to computerized smart markets. These three methods of 
modeling information have constituted the orthodoxy’s main lines 
of development. Other approaches were possible (Herbert Simon’s 
simulations, for instance), but never caught on.

At the same time, the significance of agents’ epistemologi-
cal capacities underwent subtle transformation. In  chapter  6, we 
sought to characterize this by following Friedrich Hayek’s ideas 
about agents’ knowledge across three phases of his career. First, 
Hayek portrayed knowledge as dispersed, and in some sense 
“local”— very difficult to gather, but not impossible to do so. This 
was the Hayek of the “Use of Knowledge in Society,” the most 
oft- cited of Hayek’s works. Methods of aggregating up individual 
agents’ knowledge would have a crucial bearing on the operation 
of the well- functioning economy. During the second phase, Hayek 
revised his treatment of knowledge, now portraying knowledge 
as “tacit” and inaccessible to self- examination. The Sensory Order, 
representing this phase, marked Hayek’s first foray into the study 
of human cognition. Finally, Hayek came to portray knowledge as 
completely disengaged from the consciousness of the knower. This 
was the Hayek of “Competition as a Discovery Procedure,” wherein 
he deemed much of agents’ conscious knowledge as irrelevant to 
the operation of the well- functioning economy. In this incarnation, 
some knowledge could only be discovered by the market, and so in 
this final phase Hayek conceived ideal intentionality of individuals 
as acquiescing in the market’s signals.

One primary reason for our detailed examination of the work 
of Hayek was that, unlike that of the orthodoxy, which evinced a 
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tendency to uncritically conflate information with knowledge, 
Hayek’s work more readily lent itself to understanding the ways 
different formal models of information related to different roles of 
knowledge in the economy. Members of the orthodoxy did not often 
find occasions to have much to say on this matter. Nevertheless, our 
primary argument for the remainder of this chapter is that bringing 
this relationship to the forefront is uniquely illuminating. In a way 
which might appeal to economists, we will lay out the various pos-
sibilities in a graph, which imagines the possibilities as if they were 
situated in an abstract space of “informations.”

We propose to do so by erecting a device we call an “Information 
Space,” which we illustrate in figure 10.1. Arrayed up the vertical 
axis of this Information Space, one finds the three modeling strat-
egies for depicting information:  information portrayed as a thing, 
as Blackwell induction, and as symbolic computation. Along the 
horizontal axis, we encounter diverse attitudes about the role of 

Computation

Information
Modeled As:

Blackwell
Induction

Thing

Knowledge
Matters

Knowledge
Inaccessible/Tacit

Cognition Irrelevant

Signi�cance of
Agents’ Knowledge:

Figure 10.1. Orthodox Trajectory Through Information Space, I.
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knowledge in the operation of the well- functioning market:  an 
epistemic attitude that agents’ conscious knowledge matters; or is 
inaccessible or tacit in some or all respects; and the precept that indi-
vidual cognition is effectively irrelevant to the market’s operation.

We situate our history in this Information Space to help iso-
late the most significant aspects of the intellectual dynamic within 
which the orthodoxy finds itself situated, and to capture the options 
introduced in earlier chapters. Interactions between Hayek and the 
orthodoxy drew our attention to important issues of agent episte-
mology, which have often escaped notice. Hayek influenced the 
activities of many at Cowles, and the Cowlesmen acknowledged his 
influence. We illustrated this most vividly for the case of Hurwicz, 
but as we will see later, nearly every notable economist concerned 
with information felt compelled to respond to Hayek in one way or 
another. The range of attitudes held by Hayek toward knowledge 
also assumed significance for structuring the activities of the ortho-
doxy: these are topics encountered in the following chapters.

Moreover, the diagram helps us to recognize that individual 
economists are not uniformly distributed throughout this space. 
Rather, a given economist’s position along the first dimension has 
tended to be coupled to his position along the second dimension; 
“off- diagonal” information– knowledge combinations, while not 
impossible, have proven unstable.

The centrality of information to the economy has become a per-
vasive theme in modern economics, but it turns out there is one sub-
set of modern economics that should play a particularly significant 
role in any intellectual history of the economics profession. This is 
the shift within the modern profession from the description of mar-
kets “from the outside,” as it were, to participation in the design and 
implementation of markets as hands- on engineers of the economy. It 
should be obvious that this is an epoch- making departure in the his-
tory of the praxis of economics, but also, it is an irreversible change 
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in the stance of the economist toward the agents that populate his 
models. Hence, issues of agent epistemology actually rise to the top 
of concern when economists claim to be able to go one better than 
existing markets. Ground zero in this Great Transformation has 
been the theoretical tradition of so- called market design.

Acknowledgments that market design theory and practice pro-
vide the exemplary instance of modern information economics are 
commonplace: one survey of the field pronounces Vickrey’s (1961) 
game theoretic study of auctions as the Wealth of Nations of informa-
tion economics.11 Equally significant is the widespread impression 
that today’s markets are “all about data and information.” Markets 
were apparently being reconfigured so the conveyance or masking 
of information could assume a central role— one thinks here of the 
securitization of mortgages and the use of markets to allocate wire-
less communications licenses— forcing market designers to adjust 
their approaches to claim they were on top of these developments. 
Markets were becoming something different from what they had 
been before WWII; and economists would not defer to others to 
serve as prophets of the new order. Thus, the history of market design 
constitutes the backbone of any future history of the economics of 
information, and it constitutes the topic of the rest of our book.

THE SCHOOL FOR SCANDAL, AND 
THE SCHOOLS OF DESIGN

Since the design turn, economists have enthusiastically trumpeted 
the accomplishments made possible by it; yet nevertheless, they 
have never been entirely clear how market design fits into their 
mental maps of orthodox theory. As of January 2014, the Journal 
of Economic Literature (JEL) designated “Market Design” an offi-
cial field of study. It now appears as a subcategory under “Market 
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Structure and Pricing,” alongside “Auctions.”12 A closer look at the 
JEL subject guide yields the following description:

D470 Market Design

Guideline:  Covers studies concerning the design and evolu-
tion of economic institutions, the design of mechanisms for 
economic transactions (such as price determination and dis-
pute resolution), and the interplay between a market’s size and 
complexity and the information available to agents in such an 
environment.13

The JEL inserts as a caveat, “Purely theoretical studies concerning 
mechanism design should be classified as D82.” D82 is “Mechanism 
Design,” classified as a subtopic of asymmetric and private infor-
mation, alongside moral hazard, adverse selection, signaling, and 
principal- agent models. However, these literatures tend to blur the 
JEL’s sharp distinctions. In the introductory chapter to The Handbook 
of Market Design, Alvin Roth, along with his co- editors, writes that 
market design “applies the formal tools of game theory and mecha-
nism design.”14 But, wait: elsewhere, some describe the game theo-
retic study of auctions as a “major application of mechanism design 
theory,”15 whereas for others mechanism design “builds on the theory 
of games”16 or is “a part of game theory.”17 Adding to the confusion 
is the common practice to refer to auctions as types of mechanisms.18 
However difficult it is for the novice to grasp how these topics relate 
to one another, the experts are apparently faring no better; after pos-
ing the question “What is market design?” one well- respected game 
theorist quipped, “whatever Alvin Roth says it is.”19

Attending to the specific notion of information used can go 
some distance in clarifying a confusing intellectual formation. In 
particular, it may aid in the conceptualization of research “schools.” 
Recall that over time, economists’ conceptions of information 
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changed from the “thing” characteristic of Shannon’s approach, to 
an inductive notion of information, characteristic of the approach 
of Blackwell, and finally to a computability notion of information. 
Viewing these developments from the vantage point of market 
design leads us to make our first observation:

Changes in how economists conceptualized information led to changes in how 
economists conceptualized markets.

During the first period, economists conceived markets generically, 
undifferentiated, left devoid of any institutional specificity. During 
the second, economists viewed markets as taking one of a handful 
of highly stylized formats (the English auction, the Dutch auction), 
understood in terms of how they might reveal information and assist 
inference. During the third era of research, individual markets have 
been viewed as algorithms— and like algorithms may serve a variety 
of purposes.

Now we can begin to better appreciate why Friedrich Hayek is 
a major protagonist in our drama. In addition to inspiring the work 
of Cowles economists such as Leonid Hurwicz, under certain inter-
pretations Hayek and fellow neoliberals stressed the constructed 
nature of the economic order. Eventually, market designers would 
come to appreciate the multiplicity of forms that markets could 
instantiate and the purposes these forms could serve, after the 
manner of the neoliberals. They would sanction that their under-
standing of how markets communicate and process information 
endowed them with an expertise in setting up markets, an expertise 
linked to their views about the role of agents’ knowledge. Although 
Hayek was far more explicit about this role, notions of knowledge 
had become significant to the orthodoxy and Hayek alike.

First, economists viewed information as dispersed among indi-
viduals who, while not all- knowing, were aware of their own values 
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and used this knowledge in making “local” decisions. Subsequently, 
economists questioned the nature of the information held by the 
people involved. Knowledge became seen as increasingly person-
ally inaccessible, eventually entailing that one should view agents as 
possibly mistaken about their knowledge. Eventually, economists 
came to more or less disregard what people thought:  cognition 
should not matter to the operation of the market. Inspired by this 
insight, we make our second observation:

Changes in economists’ attitudes toward agents’ knowledge brought forth changes 
in how economists viewed their own roles.

Those who viewed individuals as possessing valuable knowledge 
about the economy generally conceived of themselves as assisting 
the government in collecting and utilizing it; those who viewed 
individuals as mistaken in their knowledge tasked themselves as 
assisting participants in inferring true knowledge; and finally, those 
who viewed people’s knowledge as irrelevant to the operation of 
markets tended to focus on building boutique markets.

By linking the knowledge presuppositions of the orthodoxy to 
the sequence of views adopted by Hayek, we illuminate a hereto-
fore- unappreciated feature of modern economic design: over time, 
economists have relinquished a concern for ensuring that mar-
kets give people what they want, and increasingly insist that they 
can make markets produce any desired outcome regardless of what 
people want.

We now return to the Information Space, and augment it by re- 
labeling the “Information” axis as “Information- Markets” and the 
“Knowledge” axis as “Knowledge- Roles,” as shown in figure 10.2. 
The coupling between axes is preserved:  following a diagonal ray 
emanating from the origin, we encounter, in order, three schools 
of design:  the Walrasian mechanism designers, the Bayes- Nash 



T H E H I STO RY O F  M A R K E TS A N D T H E O RY O F  M A R K E T  D ES I G N

159

game theorists, and the Experimentalists. Moving outward from 
the origin is akin to moving through time in the history of mar-
ket design, in the sense that the Walrasian School was initiated first 
(in the 1950s), the Bayes- Nash School next (in the 1960s), and the 
Experimentalist School last (in the 1970s).20 While there is nothing 
necessary about these pairings, in a purely logical sense, and while 
one or another economist can be found at some point in time in 
“off- diagonal” space, the pairings have proved to be highly compat-
ible, for reasons we will elaborate below.

This compatibility of theoretical positions on information, mar-
kets, and knowledge, culminating in variations in the economist’s 
role in society, is our main rationale for using the term “School,” 
even while members rarely apply the term to themselves (unlike, 
say, the Chicago School of Economics). However, as we will see 
in  chapters 12 and 13, it is relatively common for members of the 
Bayes- Nash and Experimentalist Schools to draw distinctions 
between their research programs.
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Figure 10.2. Orthodox Trajectory Through Information Space, II.
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In the following chapters, we will flesh out a narrative of the tra-
jectory of the profession through this Information Space. It will not 
qualify as a progress narrative, but it will follow a narrative chronol-
ogy, and a pronounced tendency. In our chronology, the orthodoxy 
begins somewhere near the origin and moves toward the “north-
east.” We will suggest four possible reasons for this movement.

1. Economists have responded over time to successive devel-
opments of the notion of information in the natural sciences.  
The movement from Shannon information to computa-
tional models in collateral sciences itself imposes one sort 
of chronology.

2. Economists have progressively moved away from pure 
agent- conscious self- awareness as a nonnegotiable desid-
eratum of economic models. This is an epoch- making trans-
formation, and bears profound consequences. The premier 
conundrum involves the issue of whether agents should be 
portrayed as being “smarter” than the economist, or fully 
aware of their own cognitive abilities.

3. The politics of the profession have become increasingly neo-
liberal, perhaps in step with the larger populace.

4. There has been a separate historical trend of markets in the 
world being reconstructed as information processors.

No one before us has thought to ask how each of these circum-
stances has revolutionized the economics profession. Previous his-
tories instead displayed a penchant to overwhelmingly focus on 
evolving notions of disembodied agent rationality (viz., the adap-
tive agent, the rational expectations agent, the all- too- human agent 
of the behavioral economists), but clearly one cannot specify the 
status of rationality without a concomitant commitment to what 
knowledge is— or, indeed, where it is located.
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[11]

 THE WALRASIAN 

SCHOOL OF DESIGN

As we previously argued, Hayek’s insistence on the eco-
nomic importance of information in the Socialist Calculation 
Controversy piqued the interest of several economists centered 
at the Cowles Commission, and these economists responded by 
devising frameworks for treating information transfer within 
economic systems. Among these new “information economists,” 
Leonid Hurwicz’s responses assumed signal importance. Today, 
again, Hurwicz is known primarily for winning the 2007 Bank of 
Sweden Prize for enhancing understanding of how markets work, 
in view of the fact that “information about individual preferences 
and available production technologies is usually dispersed among 
many actors who may use their private information to further 
their own interests.”1 But he assumes heightened importance for 
our narrative for the early models that he and his students built 
concerning the gathering of information in economies.

Hayek and market socialists alike initially conceived of informa-
tion as dispersed throughout the economy, essentially lodged within 
the brains of agents populating it. Consequently, Hurwicz provided 
one of the primary market socialist responses to Hayek: the pixie 
dust could be reconstituted. In time- honored American fashion, 
the solution consisted of merely in coming up with the right tech-
nology. For Hayek, The Market was a “vast telecommunications 
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system,” and so it would be for Hurwicz. But Hurwicz’s added twist 
was to focus his redemptive concern on “mechanisms”— generic 
information- gathering processes patterned on the tâtonnement, 
a kind of trial- and- error device devoid of institutional specificity. 
Because of this resemblance, we call this approach the Walrasian 
School of Design.

In retrospect, both Hurwicz and Reiter openly admitted their 
starting point was Shannon’s thing- like version of information:

In ordinary usage information means knowledge about some-
thing. In more technical settings information can also mean 
anything that reduces uncertainty. Shannon’s well- known 
measure of information was developed to analyze the capac-
ity required to transmit signals that go between a sender and a 
receiver without regard for the meaning of what is transmitted. 
Jacob Marschak, among others, sought to apply this concept 
and measure of information in economic settings, and even-
tually abandoned that enterprise, because it seemed that the 
“amount” of information measured by the Shannon formula 
(entropy) has no necessary relation to the relevance or useful-
ness or value of the information in economic decision- making.2

The central characteristic of the Hurwicz program was to further 
reify “the message” in hopes of circumventing the obvious draw-
backs of the Shannon formula. It was almost as if Cowles economists 
felt they could plausibly reinvent formal information theory— or at 
least bend it more to their liking. In this incarnation, messages were 
still “things” that got passed around in a strange parallel structure, 
situated beside or superimposed on the conventional Walrasian 
market. In this spasm of hubris, issues of semantics, cognition, and 
even syntactics became horribly mangled:
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Messages may include, for instance, formal written commu-
nications within a firm, such as sales, production or account-
ing reports. These typically have conventional formats. They 
usually consist of an array of blank spaces in which numerical 
(and sometimes alphanumeric) entries are made according to 
given instructions. Therefore, such a report is an ordered array 
of variables, whose possible values form a (vector) space.3

If this sounds a lot like the punch cards of that bygone era’s main-
frame computers, then one would not be mistaken. In effect, mem-
bers of the Walrasian Design School took it upon themselves to 
speculate about the imaginary operations of imaginary computers, 
without, of course, being held to much of anything in the way of 
constraints of computer science or information science or linguis-
tics or human psychology. This license to dream was the primary 
warrant of their ambition to design an organization from scratch, 
and maybe even an entire economy.4

Additional prominent members of the Walrasian School 
included Stanley Reiter, Kenneth Mount, John Ledyard, and 
Hiroaki Osana; one might also add Hurwicz’s colleague at Cowles, 
Jacob Marschak, along with his son, Thomas Marschak of RAND. 
The Walrasian School sought to devise other such mechanisms that 
would communicate non- price information in the same rough man-
ner as the tâtonnement itself, with the hope that this would improve 
upon the performance of The Market. We would also suggest that, 
although members of the MIT school such as George Akerlof 
and Joseph Stiglitz almost never dealt with full- blown Walrasian 
structures in their own models, their treatment of information 
almost exactly conforms to the Hurwicz setup, and therefore, for 
our purposes, they might be considered honorary members of the 
Walrasian Design School. Their desire to “improve the world” is a 
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less systematic remnant of their predecessors, the more confident 
postwar market socialists.

The idiosyncratic move of this school was to simply ignore 
Hayek’s first principle that The Market was by itself a superior infor-
mation processor, and proceed to imagine other Rube Goldberg 
information processors in vague, sketchy outline. Essentially, how-
ever, they ended up back at the seemingly contradictory point that, 
in the absence of externalities or other arbitrary glitches but com-
pared to their imaginary zoo of “mechanisms,” it was the pure com-
petitive market model that achieved the Pareto optimalities they 
cherished so highly.5 Not for the first and only time, the market 
socialists had seemed to lose track of the crux of the political argu-
ments they had acknowledged as their own deep motivations.

We could summarize the Walrasian School setup using the sim-
plified diagram provided by Reiter in 1977, and reproduced here as 
figure 11.1.

In the canonical version of the model of communication, the 
economy is populated by i  =  1,…, n participants consisting of 
firms, households, and a central agency. Somehow, all agents come 
equipped with an initial endowment of “information,” though little 
or no effort is devoted to explaining how it got there, except for the 
odd stipulation that “no agent by himself knows enough to figure 
out the feasible allocations.”6 Their preferences, technologies, and 
endowments constitute the economic environment e. The universe 
of all possible “economies,” which often reduced to the rather less 
imposing option of a roster of all possible “trades” given preferences 
and endowments, was designated by capital E. At each time period  
t = 0, 1,…, T, all n participants emit messages mt drawn from a myste-
rious preexistent (usually Euclidean) message space M. Participants 
robotically select their messages from the rule defined by the dif-
ference equation m f m ei

t
i
t t

i
+ = ( )1 ,  . The planning procedures are 

defined by the calculations, the response functions f is, dictated by 



T H E WA L R A S I A N S C H O O L O F  D ES I G N

165

the planner for each participant and the central agency to undertake. 
The planner seems to double as information auctioneer, imposing a 
lockstep sequence of information flow prior to physical exchange. 
The message exchange continues until each participant settles on a 
stationary or “equilibrium” message, at which time the process ends. 
Upon completion, the equilibrium message vector m* is plugged 
into an outcome rule h (generally ignored when studying the infor-
mational properties of the mechanism), yielding directions for com-
modity flows, a = h(m*).

See the similarity with the tâtonnement? The mechanical process 
of passing around the “messages” is summarized through the instrumen-
tality of a “message correspondence” µ e m M m( ) ( )= ={ | }∈ −f m,e 0  
identifying the fixed point of message convergence. Needless to say, 
all markets operated in an identical manner; in parallel, all communi-
cation was carried out in the same fashion by all agents. Through the 
mobilization of information of this sort, information about economies 
E is translated into final trades in outcome A.

The Walrasian School focused almost entirely on the dimen-
sionality of the equilibrium message vector m*, which from their 
perspective would provide a measure of information use. They 
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A

h

E
hoµ
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Figure 11.1. Reiter’s Schematic.
Reiter, Stanley. 1977. “Information and Performance in the (NEW)2 Welfare Economics.” 
American Economic Review 67(1): 226– 234.
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regarded limitations on channel capacity as the key informational 
problem, and viewed communications problems “analogously to a 
limitation of the (cross- sectional) diameter of a pipe restricting the 
flow of a fluid through that pipe.”7 For example, the tâtonnement 
process was said to require a message exchange space with the 
dimension of commodity space because the auctioneer’s messages 
consist of prices for each commodity and the agent’s replies con-
sist of quantities for each commodity. Commodity dimensional 
messages turned out to be a lowest bound for the attainment of 
Pareto optimal allocations in this setup,8 which served as a default 
performance measure. So the Walrasian School of Design sought 
to identify mechanisms that shared the “informational efficiency” 
of The Market, which following the Arrow- Debreu results, could 
also attain Pareto optimality— albeit in only highly circumscribed 
conditions.9 Manifestly, they regarded information as a “thing” 
conveyed through costly information channels, after the man-
ner of their imaginary reconstruction of Claude Shannon’s ideas. 
From a distance, it looked like “information” was being treated with 
little conceptual distinction from other commodities, so attaching 
a “price” to it presented itself as a natural extension. Citing such 
costs, Walrasian mechanism designers declared a preference for 
“decentralized” mechanisms over “centralized” ones.

The design task for economists under those circumstances 
amounted to dictating to agents and the planning board the types 
of calculations they were supposed to undertake and the communi-
cations permitted to undertake them. They devoted much effort to 
identifying “decentralized” economic systems, and distinguishing 
them from “centralized” ones. But when it came to interpreting the 
economic significance of such criteria, an identifiable referent for 
the “cost” of communication was lacking: Did it arise from resources 
devoted to transmission? Was it a “transaction cost?” Was it a cost 
of calculation, incurred by agents in the process of thinking?10 At 
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various times, members of this school would talk this way, referring 
to the work of Herbert Simon, but such considerations of actual 
bounds on rationality (or cognitive considerations more generally) 
never gained a foothold in the analysis of this school. The original 
slapdash nature of the treatment of cognition could not be hidden 
by the post hoc imposition of actual thinking after the fact.

Curiously, one attempt to do something about this impasse ush-
ered in the work for which Hurwicz is most fondly remembered by 
the orthodoxy. There was no whiff of game theory in his early work, 
but as the profession came to embrace Nash equilibrium in the 
1970s, Hurwicz decided to go with the flow. In attempting to render 
the message processing rules f and μ slightly less robotic, Hurwicz 
hit on the option of further augmenting these processes as the out-
come of a game played over message spaces by the agents.11 This was 
a rather special sort of game, one where the moves were selection of 
different messages, rather than the usual array of actions; the ques-
tion of whether the payoffs were denominated in “knowledge” or 
something rather more pecuniary got elided. Nevertheless, it was 
this initially small amendment to the Walrasian design schema that 
got blown all out of proportion by the next generation, as the great 
desideratum of “incentive compatibility,” and is currently treated as 
Hurwicz’s great contribution to the market design literature.

Perhaps the bulk of the Walrasian design model eventually got 
neglected simply because it was a machine so awkward and implau-
sible that it was hardly worth defending. The notion of an “auction-
eer” preventing everyone from trading until he could converge on 
a set of zero excess demands was fanciful enough; but the posit of 
some spectral “thought auctioneer” that prevented everyone from 
engaging in any thought or action whatsoever while they conducted a 
stylized exchange of messages (sometimes prior to a separate round 
of conventional tâtonnement) was simply one sloppy contrivance 
too far, even for the economics profession. MPS member Fritz 
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Machlup pointed out the strained incongruity, but furthermore 
linked it to a misunderstanding of the later Friedrich Hayek:

I still must do some hard thinking on the problem of the 
“adjustment mechanism.” Your idealization of adjustment 
as a sequence of messages and replies before any decision or 
action is taken seems to me like a nice game but not too help-
ful in the description and explanation of economic processes. 
To me, every actual price is a disequilibrium price on its way 
towards a completely fictitious equilibrium that always lies 
in the future… . The question is how far should we go in our 
abstractions … information and informed (or misinformed) 
decision- making are essential, and the processes of dispersed 
versus centralized knowledge call for comparison on several 
scores.12

As Hayek had stated repeatedly, the obsession with “equilibrium” 
distracted attention from the very functions that neoliberals had 
attributed to the market.

Nevertheless, Hurwicz did advance the orthodoxy in at least 
one important respect:  his reconceptualization of mechanisms 
as the “unknown of the problem” did make it less acceptable for 
Walrasians to continue ignoring actual market structures, a nec-
essary precondition for the development of market design, as we 
noted in  chapter  10. Kenneth Mount and Stanley Reiter contin-
ued to explore message systems, while at the same time making 
more explicit the connection of mechanism design to computa-
tional themes.13 But they acknowledged that exploring computa-
tional properties required them to relinquish the strict separation 
of the person from the market; therefore, they had unwittingly 
demonstrated that it is not possible to consider computational 
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considerations from within the Walrasian program, since this 
separation was one of the cardinal precepts of the neoclassical 
school. Those wishing to integrate computation into economic 
analysis would have to explore another route. Thus, unwittingly, 
the Walrasian School pioneered the themes that would eventually 
dictate its own irrelevance.

The Walrasian organon was eventually circumvented by those 
who wished to grapple with the developments in actual markets 
themselves. The Walrasian School was far too removed from struc-
tural developments in markets to offer any methodology to address 
them. The task of responding to such real- world developments 
would be undertaken by the next two schools of design.
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[12]

 THE BAYES- NASH 

SCHOOL OF DESIGN

When a graduate student in economics thinks of market design, 
the first thing that is likely to come to mind is the efforts of game 
theorists to theorize the incentive properties of various auction 
forms. One encounters this in core microeconomics courses, as 
well as in courses more specialized in game theory and even in 
industrial organization. But here we will resist the temptation to 
equate the efforts of game theorists with the entirety of market 
design, stressing instead features specific to this distinct approach.

The historical origin of this school is located in the work of 
William Vickrey of Columbia University, winner of the 1994 Bank 
of Sweden Prize, and the namesake of the “Vickrey auction.” Vickrey 
supervised Kenneth Arrow’s dissertation, later published as Social 
Choice and Individual Values, and later made his own contributions 
to the resulting “social choice theory.” In a 1960 study, Vickrey 
noted that “strategic misrepresentation of preferences” might pre-
vent the government from gathering information to construct a 
social welfare function.1 A  year later, he raised a similar concern 
with the market socialist proposal of Abba Lerner. In his Economics 
of Control, Lerner had proposed a “counterspeculation” method, to 
be used by a central board to counteract monopolists’ (and monop-
sonists’) price- setting power by estimating and guaranteeing a 
competitive equilibrium price. In other words, Lerner’s analysis 
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had suggested to Vickrey that active efforts might be required to 
gather diffuse information together in one place. In both papers, 
Vickrey had expressed a novel concern: economists who had hoped 
to assist the government in gathering dispersed information would 
encounter a problem. This problem was, in a word, mendacity: those 
holding the crucial information had the capacity to distort it, and 
for strategic reasons might be expected to do so.

Vickrey responded to this new problem in a way that will by 
now seem commonplace:  he explored the incentive properties of 
four auction types— the first- price and second- price sealed bid, the 
English, and the Dutch auctions— and used Nash game theory to 
do so. From today’s vantage point, it is tempting to become exces-
sively fascinated by Vickrey’s appeal to game theory as a generic 
logic of strategic choice, and consequently to ignore the most sig-
nificant features of Vickrey’s work. For Vickrey’s version of epis-
temology, it was no longer possible to hold tight to one’s private 
information— so long as the analyst crafted a method to get in your 
head to pry the information out of there.2 To do so would require 
employing one of a handful of “incentive compatible” auctions. We 
know that this idea would eventually be greeted with much fanfare, 
but at the time pretty much everyone ignored Vickrey’s use of game 
theory; even Vickrey would downplay its significance, as “one of my 
digressions into abstract economics, at best of minor significance in 
terms of human welfare.”3

It would be left to other scholars sharing the Cowles Com-
mission’s enthusiasms to make the most significant develop-
ments along these lines. The key figure here was Robert Wilson of 
Stanford’s Graduate School of Business who, although not formally 
affiliated with Cowles or RAND, came to share many of their enthu-
siasms.4 Wilson wrote his PhD dissertation on concave program-
ming at the Harvard Business School under the statistical decision 
theorist Howard Raiffa.5 That such work would be carried out in 
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the seemingly unlikely location of a business school was due to the 
recent transformation of a small handful of elite business schools, 
including Harvard, into “Centers of Excellence” for the study of 
operations research, supported by the Ford Foundation and the 
Office of Naval Research, and with the heavy involvement of schol-
ars affiliated with RAND.6 Raiffa exemplified these trends: his hir-
ing by the Harvard Business School (from Columbia) was financed 
by a Ford Foundation grant to hire a mathematical statistician7; 
he published several works financed by the ONR, and was spon-
sored by the Ford Foundation to teach at the Institute for Basic 
Mathematics for Application to Business (to teach mathematics to 
professors teaching in business schools).8 His interest in applying 
Bayesian decision theory to managerial economics (he would later 
be credited with inspiring a “Bayesian revival” in the 1960s) led 
him to form the Decision Under Uncertainty Seminar at Harvard, 
to which Wilson regularly contributed.9

Upon his graduation in 1964, Wilson accepted a position with 
Stanford’s Graduate School of Business, also a designated Center 
of Excellence, and therefore in the midst of its own transformation. 
Wilson then turned his attention to the characteristically Cowles- 
style topic of decentralization under uncertainty and, that same 
year, encountered John Harsanyi at Jacob Marschak’s colloquium 
at UCLA.10 Soon thereafter Wilson began to model agents in the 
context of auctions as engaging Bayesian inference— so soon, in 
fact, that his first paper on auctions predated the publication of 
Harsanyi’s famous papers on Bayesian games.11

Wilson’s Stanford department became the first institution 
devoted to the study of modeling Bayesian actors interacting in 
markets; along with his students Armando Ortega Reichert, Paul 
Milgrom, and Peter Cramton, Wilson would form what we call the 
Bayes- Nash School of Design.12 Later, the center of gravity shifted to 
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Northwestern University, as the program initiated there by Stanley 
Reiter came to house an increasing number of game theorists.

Subsequent histories credit Wilson with establishing a new 
“tradition” in economics. But what were the features of this tradi-
tion? Some interpret it as pertaining to understanding “how infor-
mation is distributed and manipulated, concealed and revealed.”13 
Literature surveys and textbook accounts often portray the inno-
vation as picking up on scattered previous insights and providing 
generalization: Vickrey studied only commodities with “private val-
ues,” meaning that values for commodities were idiosyncratic and 
personal; now we can study “common valued” items— goods that 
possess an objective value, such as an oil tract, or to take a classroom 
example, a jar of pennies. But approaching matters in this way causes 
us to miss the most significant point of this later work. The opera-
tions researcher Michael Rothkopf was one of the few close observ-
ers to put his finger on the true significance of the innovation:

Quite recently publications have begun to appear that indicate 
that operations researchers are starting to construct bidding 
models that are realistic and that consider simultaneously the 
optimality of the decisions of all bidders. The new factor taken 
into consideration in these models is the uncertainty faced by 
the bidders as to the value of the subject of the auction. In most 
of this work, the uncertainty of each bidder is restricted to the 
value of the subject of the auction to his competitors. Only 
Wilson has begun to take account of the uncertainty of a bid-
der about the value of the subject of the auction to himself.14

Agents no longer knew their values— their knowledge could now 
be wrong, and much in need of correction. Economists of the  
Bayes- Nash tradition would generously offer to help them out.
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This correction would take place within the context of an auction 
game. This school portrays all bidders as viewing the auction game 
in the same way: the structure of the game is purportedly “common 
knowledge.” Bidding against other bidders immediately raised the 
specter of having to take competing bidders’ beliefs into account, 
and therefore the complexity of dealing with “beliefs about beliefs.” 
This is where Harsanyi’s device of player “types,” discussed in 
 chapter 8, makes its appearance: the complex hierarchies of “beliefs 
about beliefs” are collapsed into a single statistic, dubbed a “type.”

Initially, I am presumed to know only my own “type,” and will 
assume that I am the same as my opponents (i.e., we are the same 
“types”). As information is released over the course of the auc-
tion, I  come to appreciate how my opponents differ from myself. 
This appreciation matters not only for strategic reasons but also for 
epistemic reasons:  because the roster of types is presumed to be 
stochastically distributed around a true- valued mean, it is only by 
participating in an auction that I come to know my own value. How 
this works can best be understood by considering a typical model 
of an “English auction” conducted for a single item for sale. In an 
English auction, the price of the item for sale starts out low and 
rises until all bidders drop out save one. The lone bidder remaining 
“wins” the item, and pays an amount equal to the price prevailing 
at the time the second- to- last bidder dropped out. According to the 
Bayes- Nash approach, bidders should use the information released 
by their competitors dropping out of the auction to reconsider and 
recalibrate their own valuations, and should continue to bid so long 
as the expected value of winning the auction conditional upon all 
remaining bidders dropping out is greater than or equal to the price 
of the good.15

For the purpose of tractable analysis, it is typical to assume 
the game to be “symmetric,” allowing the analyst to proceed by 
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focusing on the strategy of a single bidder. There are N n= …{ }0, ,  
participants in the auction, bidding for items valued according to 
the function u u x p t v x t pi i i= −( ) ≡( ) ( ), , ,

 

 . This states that the indi-
vidual utility of each participant is determined by the allocation 
decision arrived at by the auction (x), the price paid for the item 
(p), and a “type profile” ( ) , ,t t t N

→
= …( )1 , which includes each par-

ticipant’s type. The analyst evaluates mechanism “performance” by 
comparing these outcomes to a suitable criterion, sometimes rev-
enue maximization, but often the maximization of the aggregate 
value of the participants, Σ i N iv x t∈

→
( ), , which is rendered in plain 

language to mean, “allocate items to those agents who value them 
the most.”16

The crux of the design problem stems from the belief that agents 
suffer from uncertainty regarding their own values, a circumstance 
made formal by the structure of the valuation function, which 
incorporates the assumption that each agent’s values depend on 
the types of every single participant. According to the Bayes- Nash 
school, agents resolve this form of uncertainty by coming to learn 
the types of other participants, a seemingly impossible task made 
theoretically possible in part by the assumption that the agents’ 
beliefs are assumed to be derived from a common prior distribution 
π (i.e., the “Harsanyi doctrine,” discussed in  chapter 8).

The analysis proceeds by identifying an equilibrium bidding 
strategy, βi*(·). The game theorist’s ideal sophisticated agents avoid 
being disappointed by their (usually incorrect) appraisal of the 
value of what they are bidding on by adopting a strategy that makes 
prompt use of all the information that becomes available through 
the instrumentality of the market. Two kinds of information that 
may be discerned from the operation of the auction are relevant to 
this task. By publicizing at each stage the number and identity of 
the participants remaining, an open auction allows bidders to use 
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this information to recalibrate their reservation values. In equi-
librium, bidders should adopt a strategy that successfully revises 
their beliefs. Formally, βn ns p p, , ,1  …( ) gives the reservation price 
of a bidder of a type s when n bidders have already dropped out at 
prices p1 ≤ … ≤ pn, and t(n) gives the nth highest type among this 
bidder’s competitors.17 The result, which turns out to be a (Bayes- 
Nash) equilibrium bidding strategy, is worth examining in detail.18

One can imagine the auction as proceeding in four steps (see 
 figure  12.1).19 First, the bidder starts with the assumption that 
all valuations are the same.20 This is the β0 strategy component. 
Second, the price increases due to the auction mechanism, which 
causes bidders to exit once the price exceeds their own reservation 
prices. Third, the bidder observes the price at which competing bid-
ders drop from the auction, and infers their types from that infor-
mation by inverting their bidding functions (which, to repeat, all 
take the same form; therefore, all remaining participants are also 
performing the same recalibrations in precisely the same way). 
Fourth, the bidder amends his valuation (represented by the valua-
tion function v ) by replacing each s with estimates of competitors’ 
types, t̂ (n).

The bidder should continue to bid so long as the estimated 
value (the expected value of winning the auction conditional 
upon all other bidders dropping out) is greater than or equal to 
the price of the good. Viewed from the standpoint of the agents, 
the key operant criterion is “no regret”: agents dropping out of the 
auction will have done so because price has exceeded their valua-
tions; the agents who do not drop out of the auction will not regret 
remaining in. In equilibrium, all agents’ strategies will have this 
no regret feature. The way this feature is incorporated into this 
model is that at every stage, bidders ask, “what happens if all the 
other bidders drop out, before I have time to react?” The bidders 
assess this possibility by assuming all bidders still active share 
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the same valuations.21 We refer to this program as the Bayes- Nash 
School of Design because this program recasts the bidders’ beliefs 
as Harsanyi- style “types,” assumes that agents use Bayes’s Rule to 
adjust their valuations to newly available information, and seeks 
to identify an equilibrium of consistent bidding strategies, given a 
particular auction structure.22

Circa 1970, those interested in this approach, such as Michael 
Rothkopf (then at Shell’s Applied Mathematics Department) 
and Ed Capen (at Atlantic Richfield), would have understood 

Figure 12.1. An Equilibrium Bidding Strategy, According to the Bayes- Nash 
Approach.
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its purpose as assisting their clients to formulate winning bid-
ding strategies in existing auctions. Here, we can observe how the 
business school– private sector context inflected earlier Cowles 
information- processing enthusiasms. From the very beginning, the 
work of the Bayes- Nash School was motivated by appealing to a bid-
ding irregularity that has come to be known as the “winner’s curse.” 
The curse purportedly results from the ex ante expected value of the 
commodity being greater than the expected value of the commod-
ity upon learning that the bidder has won the auction. Winners are 
“cursed” because they win only by overestimating the value of the 
commodity.

Unsurprisingly, the classic example of such behavior was bid-
ding for offshore oil tracts (the common value auction used to go 
by the name “mineral rights” auction), and the first “application” 
of the Bayes- Nash approach was to assist oil companies bidding 
on such tracts. 23 The classic description of the winner’s curse had 
appeared in the Journal of Petroleum Technology. However, the rela-
tionship between this bidding expertise and game theorists’ ambi-
tions turned out to be awkward. Why would rational bidders need 
guidance in formulating their strategies?

Since that time, the Bayes- Nash School has also insisted it can 
leverage its expertise to go one step further and restructure mar-
kets. Here, the desire of governments to substitute regulation and 
bureaucracy with methods of market  allocation superimposed a 
crucial consideration, as it has in so much recent market innova-
tion. Early in the 1990s, Robert Wilson had gotten involved in the 
effort to devise markets for electricity; around that time, as we 
will later discuss, several members of this school involved them-
selves in efforts to auction spectrum licenses for the U.S. Federal 
Communications Commission. Shortly thereafter, enthusiasm for 
auctioning off public assets went global in scope.
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Although the associated goal has often been couched in the lan-
guage of seller revenue maximization, in fact this involved a shift 
in viewing markets as a technology for assisting agents in inferring 
the correct value of the commodity in question. Now, purpose- built 
markets could be enlisted to help agents think. “Truth” was now 
located both “out there” and “in here”— at least once the market had 
done its work. Truth was “out there,” in that the market was designed 
in such a way that the price of an appropriately designed auction 
equaled the putative objective monetary value of an item for sale; it 
was “in here,” in that bidders were sophisticated enough to infer this 
superior value from the “signals” conveyed by other bidders during 
the auction process, avoiding any behavior they would later regret, 
at least in equilibrium. As we have insisted in our discussion of the 
abstract information space, information at this juncture was being 
treated as, at least in part, inaccessible to the isolated individual 
knower. The Market was conceived as getting at things no individu-
als were aware they knew, at least at the outset of the process.

To what extent were these developments tracking develop-
ments in real markets? Following Vickrey, the Bayes- Nash School 
has traditionally focused on the properties of stylized representa-
tions of the “basic” auction forms, and has distinguished between 
markets in terms of a small handful of features. Therefore, one task 
of this school has been to taxonomize the relevant market formats 
with regard to their impacts on information. Take, for example, 
the textbook example of an English auction:  one describes it as 
an open (versus closed) auction; if there is more than one item 
for sale, one should specify whether the auction is simultaneous 
(versus sequential), uniform price (versus discriminatory), and 
independent (versus combinatorial). One might also factor into 
the analysis whether the auction would require reserve prices 
and entry fees. Explicitly specifying each of these features would 
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presumably help the analyst to nail down the properties of the 
market.

For example, the Bayes- Nash School has often praised the 
English auction for optimality properties stemming from its abil-
ity to facilitate bidder learning. Of course, this was a highly styl-
ized representation of the auction. Orley Ashenfelter has pointed 
out that almost no auction operates according to the rules of the 
“English auction” actually studied in the literature, and certainly 
not real- life English auctions.24 Economists responded to govern-
ment efforts to structure markets not by changing their descrip-
tion of markets to track some external evolutionary trajectory but, 
instead, by attempting to build their own versions of markets for 
clients and make them a reality.

But these attempts raised a host of complicated issues. Was 
there really little else one could say about the process of facilitating 
learning in markets other than to claim that English auctions did 
it best? But if so, then why would one need economists’ expertise? 
Another sticking point would be to explain why English auctions 
were relatively scarce in the larger market ecology if they were so 
superior. One response was to insist that private and common val-
ues were polar cases, with most commodities falling somewhere 
in between, which would necessitate that different market formats 
be tailored for different purposes and settings. However, ensuring 
that bidders make the required inferences becomes problematic for 
information settings other than the supposed polar “private” and 
“common” value cases.

A lucid summary of several negative results puts it this 
way: “Auctions in environments with multidimensional signals are 
often inefficient because of the impossibility of efficient aggrega-
tion of multidimensional information in a one- dimensional bid.”25 
This seemed to not bode well for aspirations of a broad scope in the 
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activities of these economists. The severe limitation in scope has 
forced the Bayes- Nash School to substitute piecemeal analysis for 
the traditionally accepted standard of mathematical proof making 
when making pronouncements about the optimality properties of 
many auction forms. Consequently, game theorists adopted the slo-
gan: you couldn’t just look up market design in a book. Real market 
design required (unspecified) experience. All that game theory you 
learned in grad school? Never mind!

Among market designers, there was a general awareness of 
this problem, but few drew out its full implications. Experimental 
economists were the exception to this generalization; as we will see 
in the next chapter, Vernon Smith took the Bayes- Nash program 
to task for failing to meet even its own internally generated stan-
dards. Unsurprisingly, members of the Bayes- Nash School have 
responded with a few salvos of their own:

[Game theory] was a huge movement because it was a general 
method for treating all kinds of social institutions. But people 
don’t always play Nash equilibrium; we are not sure why in 
some games they do and in other games they don’t. And so this 
general method that has raised our sights and aspirations is 
highly imperfect and that represents a real challenge for how 
we should think about these things. Certainly, there is a divi-
sion now. There are some experimentalists who think they have 
the answer: you simulate an institution in a laboratory. I don’t 
agree with that. Laboratory simulations are, for the most part, 
based on lots of assumptions. For example, there are experi-
ments going on using auctions, which involve complex auction 
institutions. But which details should be modeled in the lab, 
what should the values of the bidders be, and how should they 
be related to each other? It is easy for experiments to miss the 
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main point… . And so working out the role of experiments in 
economic theory is a big challenge.26

Milgrom’s complaint is that due to the presence of untested 
assumptions necessarily appealed to in the experimental setup, 
one is at a loss to know how to move from experimental results 
to a general theory. But it would be hasty to assume that every-
one would necessarily agree that arriving at a general theory in 
Milgrom’s sense should be the “main point” of market design, as 
we will see in the next chapter.
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[13]

 THE EXPERIMENTALIST 

SCHOOL OF DESIGN

Let us first acknowledge the obvious: claiming that experimen-
tal economics constitutes a distinct school of market design is 
likely to strike some contemporaries as rather odd. After all, 
isn’t experimentation about making economics more scien-
tific by subjecting theoretical claims to controlled testing? But 
Experimentalists have harbored far more vaunting ambitions. 
One gets a sense of these ambitions by examining the back-
grounds of Vernon Smith, Charles Plott, Stephen Rassenti, 
Robert Bulfin, and Alvin Roth.

The first thing to notice about members of this group is that they 
did not trace their genealogy out of some well- established social sci-
entific experimental tradition, such as that found in psychology, but 
instead hailed from engineering and operations research. In light 
of this background, it begins to make sense that such figures would 
also occupy themselves with problems of economic design. And 
then there are additional reasons.

The Experimentalist School of Design has roots in the earlier 
work of the Walrasian mechanism designers, the development in 
engineering departments of optimization routines, the develop-
ment within economic laboratories of computerized experimen-
tal methods, and the neoliberal field of “public choice.” As we 
discussed in  chapter 9, the first contribution of Experimentalists 
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to attract the rapt attention of the orthodoxy (perhaps we should 
call it experimental economics’ “killer app”) was not the testing of 
economic theory but, instead, the development and deployment 
of novel market forms to displace bureaucratic decision making. It 
is only by keeping in mind these ambitions that (for example) the 
seemingly inexplicable decision to entitle a 1994 Economic Theory 
symposium on laboratory experimental methods “designer mar-
kets” begins to make sense. In the introduction to that symposium, 
Plott declared:

Designer markets are becoming a reality. A merger of theory 
and experimental work is setting stages for a different kind of 
economics. The modern theory of mechanisms suggests that it 
is possible to design markets and/ or decentralized mechanisms 
that can perform tasks that were thought to be impossible. 
The mechanisms themselves can become active participants 
with computers solving complex optimization or coordina-
tion problems based on “messages” submitted to the system by 
decentralized agents.1

What was this new species of economics, wherein the mecha-
nism was conceived as an active participant? The most impor-
tant early example was Steven Rassenti’s (1982) dissertation at 
the Department of Systems and Industrial Engineering at the 
University of Arizona, which was taken under Vernon Smith and 
the engineer Robert Bulfin. The subject of the dissertation was 
ostensibly the development of an algorithm to solve a problem 
in optimization theory known as “0- 1 integer programming,” 
but in fact it professed an ambition to create specialized mar-
kets for cases where there are multiple indivisible commodities 
to be allocated, and where valuations for those commodities are 
complementary.
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The commodities to be allocated in that instance were airport 
takeoff and landing slots. As discussed in  chapter 9, the U.S. federal 
government had in 1978 deregulated airline routes, leading Charles 
Plott and his co- authors to develop a “market” method to replace the 
committees that had been formerly responsible for allocating such 
slots. Prior to this, in 1975, a graduate student named Arlington 
Williams had begun work on computer- assisted markets, for the 
purpose of improving the recordkeeping for classroom experi-
ments held at the University of Arizona.2 Later still, Vernon Smith 
hit upon the idea of using computers to accomplish the complicated 
allocation task studied by Plott, and proposed that Rassenti devote 
his dissertation to doing so. Smith recollects that, in the resulting 
dissertation, “Stephen [Rassenti] had created the concept of the 
smart computer assisted exchange.”3

Once again, it is possible to gloss this innovation as primarily 
driven by the idiosyncratic nature of the commodity to be allocated 
(to the list, we now add multiple commodities, some with “comple-
mentarities”), and given that such problems were endemic to the 
Walrasian program, it is tempting to do so. But as in the case of the 
Bayes- Nash School, focusing on the peculiarities of the commodity 
to be allocated would cause us to miss the larger point. Under the 
new regime, the market, including its rules and participants, would 
now be explicitly conceived as a “person– machine system,” a hybrid 
computational device.4

Experimentalists nowadays proclaim that everywhere, from 
the trading pit, to the regulator’s office, to the corporate board-
room, can benefit from a little “economic system design.”5 In one 
respect, the first adjective is a bit of a misnomer, or at least impre-
cise, since for modern Experimentalists there is no delimited “econ-
omy” that serves to circumscribe their attentions; hence, for the 
Experimentalist School, unlike in the cases of our previous schools, 
there can be no canonical model of the economy. There is, however, 
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a generic “set packing problem” that results in complications that 
must be addressed in order to successfully design an economic 
system.6

Here, we examine one canonical instance of this problem, inter-
preted as an auction of multiple items for which agents may have com-
plementary valuations. The auction is populated by a set of agents N, 
who wish to acquire various elements of M, the set of objects for sale. 
Each agent j ∈ N submits a bid for a subset S of M, bj(S); the highest 
of these bids on S is b(S) = maxj∈N. If the highest bid on S is accepted 
by the procedure, then xS is set equal to 1, and 0 otherwise. Then the 
problem can be formulated as follows:

    Maximize
    

b S xS
s M

( )
⊆
∑

 

    Subject to 
 

x i MS
i S∈
∑ ≤ ∀ ∈1

 

  x S MS = ∀ ⊆0 1,  

The constraints ensure that no single object gets assigned more than 
once. This approach to market design regards markets as combinato-
rial optimization problems, which means they assign prices to various 
subsets of commodities for the purpose of maximizing the objective 
function. The distinctive mathematical feature of this maximization 
problem is that because bids for packages are permitted, solving the 
maximization problem involves properly assigning prices to disjoint 
sets of items.

One feature of this approach is an intensified and more sophis-
ticated focus on the algorithmic properties of the market than is 
offered by the other schools of design.7 (It was Rassenti’s expertise 
in algorithms that led Smith to suggest reorienting his dissertation 
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to designing “smart markets.”8) When stressing the computational 
properties of market operations, the Experimentalist School appeals 
to the “computational efficiency” of algorithms. Using the classifica-
tion scheme of mathematicians, the sort of optimization problem 
studied by Rassenti— commonly referred to as a “set packing” prob-
lem or a “knapsack” problem— is NP- complete.

Though not necessarily intractable, NP- complete problems are 
regarded as too computationally burdensome (or computationally 
“inefficient”) to solve directly, with the implication that one needs 
to employ a simpler (i.e., more “efficient”) approximation algo-
rithm to get the job “nearly” done. When focusing on the algorith-
mic properties of markets, this approach recommends substituting 
less computationally burdensome procedures, often by shifting 
part— though not very much— of the computational burden onto 
the “human persons” (bidders, in the case of markets) to assist in 
the search process.9 For example, an “improvement bid mecha-
nism” can be regarded as a relatively simple subroutine that orga-
nizes bids into “accept” and “reject” categories and then carries 
out an update on who qualifies as the highest bidder.10 Markets, 
once conflated with the act of exchange, are now credited with 
being able to solve immensely complex maximization problems. 
The relative status of humans versus “mechanisms” in this process 
becomes inverted in the quest to overcome complexity.

For the Experimentalist School of Design, information was nei-
ther lodged in agents’ heads (as it was for the Walrasian School) nor 
both “out there” and “in here” (as with the Bayes- Nash School), but 
instead abides as states in the computation of the market. Although 
they did talk about offloading some of the computational burden 
onto agents, members of the Experimentalist School did not view 
the “person” part of this “person– machine system” with much in 
the way of cognitive capacity.
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Perhaps some of this attitude derived from the experience 
of manipulating students in experimental settings. The dreaded 
hive mind of collective consciousness had finally made its appear-
ance in orthodox economics. Agents are shape- shifters in the 
Experimentalist School— sometimes viewed as incapable of cop-
ing with the substantial computational requirements imposed on 
them by Bayesian inference; in some other cases (like the Gode and 
Sunder work, discussed in  chapter 8) they can’t think at all. People 
may be smart, stupid, or anywhere in between in the New New 
Economics. But prudence dictates it is best to assume the worst and 
to ensure that the performance of markets is robust to the cogni-
tive capacities of agents, or lack thereof. Such robustness is accom-
plished by offloading most of the task of information processing 
entirely onto the market mechanisms. The economist’s task is now 
to build markets to handle the cognition that agents cannot— or, 
to use the highly appropriate term favored by experimentalists, to 
build “smart markets.”

Whereas game theorists have historically limited themselves to 
considering the properties of a handful of stylized market forms, 
experimental economists have tended to explore the properties of 
the machine as a whole. This explains the penchant for referring not 
to “open” and “sealed bid” auctions, or “first- ” and “second- price” 
auctions but, rather, to “adaptive user selection mechanisms” or 
“national resident matching programs.” Markets are no longer 
described in terms of some imagined generic general properties; 
instead, they are viewed as specific devices built to specifications.11 
In the realm of markets- as- algorithms, anything ranging from the 
minutiae of correct coding to the construction of effective graphic 
user interface could, in principle, affect the attainment of goals.

This is not to say that the Experimentalist School has no theories 
of markets guiding it. Experimentalists often conceive themselves 
as sharing a distinct theory of markets, although this school has 
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not in practice consistently grounded its approach in a single set of 
principles. Perhaps unsurprisingly, this school frequently refers to 
existing programs in orthodox economics when justifying its solu-
tions to the profession. When wearing a Walrasian hat, it notes that 
complementarity produces a nonconvexity in the consumption set, 
which, if serious enough, rules out the existence of a competitive 
equilibrium and argues that competitive equilibrium prices no lon-
ger suffice to coordinate agents to optimal allocations.12 A thought-
fully constructed user interface might be just the trick to accomplish 
such coordination, however.

When wearing a Marshallian hat, it relies on the maximiza-
tion of “allocative efficiency” or “system surplus” or, mixing the 
two terms, “system efficiency.” However, this goal serves less as 
a faithful representation of Marshall’s thought than as a conve-
nient rhetorical choice: “the concept of efficiency frees the experi-
menter from some of the constraints placed on progress because 
of the lack of an adequate theory.”13 Yet when considering com-
putational features, the headline goal frequently becomes that 
of reducing computational complexity— something nowhere to 
be found in conventional microeconomics textbooks. The latter 
concession is especially noteworthy, because it is grounded in a 
distinct approach to information, untapped by either of the other 
two schools.

At times, practitioners would seem to suggest that they had 
discovered a Philosopher’s Stone to synthesize all the various 
economic approaches to markets in such a way as to address com-
putational concerns. Alvin Roth is the best example of an experi-
mentalist who has attempted to define market design as a universal 
nostrum. In his telling, market design is rooted in the subset of 
game theory known as “matching theory,” and in the work of Gale 
and Shapley on “stability” in particular.14 But it would be a mistake 
to credit this group with forging a grand synthesis between Walras, 
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Marshall, game theory, and machine theory; the truth is, their prac-
tice doesn’t conform to any single, underlying theory.

More typical of the Experimentalist School is to take strong 
exception to the claims advanced by their primary rivals in the 
enterprise of market design:

In a path- breaking theoretical contribution, Milgrom and 
Weber (1982) introduced the concept of the common value auc-
tion, as distinct from the independent private values auction. 
But the path broken, leading to important theoretical insights, 
turned out to be littered with potholes in practical applica-
tions not sensitive to the negative aspect of design criteria that 
focused only on the common value issue… . Milgrom and 
Weber (1982) assume that “To a first approximation the values 
of these mineral rights to the various bidders can be regarded 
as equal, but bidders may have differing estimates of the com-
mon value.” Such approximations are critical to the develop-
ment of theorems, but anathema to design applications… . 
A bidding equilibrium does not exist in auctions defined in [a]  
mixed environment. The difficulties are foundational… . An 
important implication of this is that it cannot be claimed that, 
although we have no equilibrium theory … we can still apply 
game theoretic “intuition,” developed from complete informa-
tion examples, to articulate useful guidelines about market 
design.15

Here, Smith attacks the paper introducing the canonical model 
of the Bayes- Nash School, and voices the very same objection we 
previously encountered in  chapter  12— namely, that there are 
no equilibrium- theoretical results for environments where val-
ues consist of private and common elements— which is to say, for 
every single environment that would interest a market designer. 
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Game theorists do sometimes grudgingly admit this, but Smith 
also rejects their common immunizing stratagem, that even where 
game theoretic methods generate no usable results, such methods 
can still provide useful intuition.

Experimentalists often suggest that because individual behav-
ior is not invariant to the institutional and environmental setting, 
the search for any single, general model of individual choice (such 
as those offered by game theorists) is likely to be frustrated: “The 
nature of the design process dictates that process performance at 
the aggregate level attracts the most attention. Activity at the indi-
vidual level of analysis is frequently more complicated and less con-
sistent with [economists’] expectations.”16

One of the most noteworthy consequences of focusing on 
machine performance and distrusting the computational abilities 
of the human person is the reduction in the importance of nail-
ing down any specific model of the agent. While some experimen-
talists do sometimes attempt to test for the accuracy of models of 
individual choice, what stands out to the reader of this literature is 
the easy coexistence of many such cognitive models in their ratio-
nalizations; sometimes agents are portrayed as if they form their 
expectations adaptively, sometimes in an “unbiased” fashion, and 
sometimes consistent with “rational expectations.” More funda-
mentally, experimentalists object to the treatment of information 
at the hands of game theorists:  “The information and computa-
tional requirements of game theory offer little insight toward engi-
neering rules of trade or in guiding strategic behavior of intelligent 
agents.”17

Even Alvin Roth has acknowledged that upon being asked to 
design the medical resident matching program for which he is best 
known: “none of the available theory … could be directly applied 
to the complex market… . The only theoretical parts of [my] book 
[on matching] that applied directly to the medical market were the 
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counterexamples”18 Among other drawbacks, (game) theory was 
unequipped to deal with computational issues. Experimentalists 
would act as bricoleurs, creating their markets out of a variety of 
materials, machines, and men.19 Whereas the Bayes- Nash School 
engages in taxonomy, as a prelude to studying the properties of vari-
ous markets, the Experimentalist School uses a toolbox, as a prelude 
to building markets.
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[14]

 HAYEK AND THE SCHOOLS 

OF DESIGN

In the previous chapters, we have shown how changes in markets 
and in notions of information have driven the concerns of the pro-
fession. We began by suggesting that Hayekian arguments about 
the significance of agent epistemological capacities were equally 
important for all involved, but while covering the three Schools of 
Design in  chapters 11, 12, and 13, we omitted making that case. 
Now is the time to usher Hayek back into the inner sanctum of 
our narrative.

It is perfectly licit and normal by the twenty- first century for 
an economist in good standing to acknowledge the importance of 
Hayek. Take, for example, the 2007 Bank of Sweden Prize winner, 
Eric Maskin:1

Hayek had a remarkable intuitive understanding of some major 
propositions in mechanism design— and the assumptions they 
rest on— long before their precise formulation. Indeed, his 
understanding seems to have been a guiding influence in their 
formulation.2

Maskin’s two “Hayekian” propositions are, first, that “com-
petitive markets are informationally efficient” and, second, 
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that “the market mechanism is uniquely incentive compatible.” 
Notwithstanding Hayek’s intuition, a firm grasp of formal eco-
nomic analysis (particularly game theory) eluded him, prevent-
ing him from grasping the nettle (“he did not anticipate— as far 
as I  can tell— the Vickrey- Clarke- Groves mechanism for deter-
mining a Pareto optimal public goods allocation”). Nevertheless, 
Maskin describes him as a “precursor” and a “guiding influence” 
(as if these would serve as the same thing), even going so far as to 
make the interesting suggestion that those most involved in devel-
oping the game theoretic literature on markets did so with Hayek 
in mind.

Unfortunately, Maskin never seriously pursued this idea any 
further in this work— in all probability because he exhibits no more 
than a basic, bare- bones understanding of the corpus of Hayek’s 
work. Unsurprisingly, both passages Maskin cites in support of his 
interpretation of Hayek were taken from the same article, “The Use 
of Knowledge in Society”; neither says anything about “incentive 
compatibility,” nor does Maskin feel impelled to provide a single, 
specific example of Hayek’s guidance.

While the orthodoxy’s lack of curiosity concerning its history 
is in no way surprising, one might have hoped for better when it 
came to the self- appointed caretakers of Hayek’s legacy:  the 
Austrians. But to date, their efforts to address Hayek’s influence on 
the orthodoxy have proved no more insightful. This was nowhere 
more apparent than in the aftermath of awarding the 2007 Bank 
of Sweden Prize to Leonid Hurwicz, Eric Maskin, and Roger 
Myerson. Initially, some Austrians greeted the occasion with 
applause, as an acknowledgment of Hayek’s worth so incontrovert-
ible as to be undeniable by even the most blinkered orthodox econ-
omist.3 But this position apparently ran up against the perceived 
need to maintain the distinctiveness and independent virtue of the 
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Austrian approach, not to mention the traditional insistence upon 
the “articulate” versus “inarticulate” knowledge distinction (which 
was often used precisely to upbraid Walrasians such as Hurwicz).4 
So, subsequently, some Austrians executed an about- face and now 
accused both Walrasians and Bayes- Nash game theorists of “failed 
appropriation” of Hayek.5

One might expect that this turnabout would stimulate an 
interest in pinpointing exactly what it was that game theorists 
sought to appropriate and why.6 To that end, some Austrians 
did organize a conference at George Mason University, with the 
laudable intention “to examine and provide us with insights into 
the impact of Hayek’s work on the research direction of other 
scholars in economics and political economy … [to] stimulate a 
conversation about the deep impact of Hayek’s ideas.”7 But so far 
this project was hampered by an apparent commitment to a sin-
gle, monolithic “Hayekian framework” about which mainstream 
approaches to the “economics of information”— putatively char-
acterized by a flawed adherence to the “omniscience” of economic 
agents— could be said to have misunderstood. If instead the real 
Hayek had changed his mind (as we argued in  chapter 6), as had 
the economic orthodoxy, then something would inevitably get 
lost in the dance of influence. Unfortunately, the ahistoricity of 
their privileged approach has induced the Austrians to miss the 
most direct avenues of Hayek’s “deep influence” on orthodox 
economics.

We have already noted the links between studies of information 
in markets, the Socialist Calculation Controversy, and Hayek— 
most directly in the career of Leonid Hurwicz. It is no exaggera-
tion to point out that Hayek motivated Hurwicz in a fundamental 
manner to initiate the Walrasian School of Design. Hurwicz has 
acknowledged Hayek’s influence, and cited his work often 



T H E K N OW L ED G E W E H AV E LO ST I N  I N F O R M AT I O N

196

throughout his career. But that was no one- off occurrence; it so 
happens that members of every single school of design have explic-
itly and repeatedly motivated their work by referring to Hayek and 
the Socialist Calculation Controversy.

Staying with the Walrasian School for the moment, in the work 
of Kenneth Mount and Stanley Reiter, Hayek’s concerns were 
expressed as follows:

As Hayek saw the problem, economic information is natu-
rally initially dispersed among economic agents … and, in 
order to arrive at (optimally) coordinated actions, this infor-
mation must somehow be communicated among agents… . 
Some methods for achieving that optimal coordination were 
regarded by [Hayek] as infeasible— e.g., transfer of all relevant 
data to a central planning board… . While his detailed discus-
sion dealt almost exclusively with the competitive model as 
against one of a centrally planned economy, Hayek recognized 
the possibility of rational design of the institutional framework 
and the possibility of new economic institutions (“new” in the 
broader sense of “hitherto not conceived” as well as “other than 
those historically observed”).8

The information that was required to coordinate economic action 
was dispersed, necessitating that this information somehow be 
communicated. For Hayek, such communication outside the price 
system was infeasible, but according to Mount and Reiter’s read-
ing, it was not impossible, and perhaps was even feasible for some 
institutional framework not akin to central planning. Prices could 
convey information, as Hayek had contended, but there was no rea-
son to restrict such economic communication to prices— and, in 
light of the problems created by nonconvexities and indivisibilities, 
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there would seem to be excellent reasons to consider alternatives. 
Markets were supposed to give people what they wanted; but this 
would not happen with certain kinds of commodities and certain 
kinds of preferences (and cost structures) attached to them.

The informational claims of Hayek were also foremost in the 
considerations of members of the Bayes- Nash School of Design. 
We noted earlier that Vickrey wished to critically examine Abba 
Lerner’s counterspectulation method in the context of central plan-
ning. But Vickrey was far from the only member of the Bayes- Nash 
School of Design to acknowledge the influence of Hayek. Consider 
Robert Wilson:

A half- century ago, Friedrich von Hayek offered a new perspec-
tive on markets, prices and the invisible hand. In his view, the 
fundamental process of a market economy is price formation. 
He interprets prices resulted from competing bids and offers 
as summaries of information dispersed among traders… . 
A  quarter century later, the developers of the Economics of 
Information discovered that market imperfections attribut-
able to informational asymmetries can cause serious ineffi-
ciencies… . Initially, the main tool was price theory, but more 
recently it has been game theory. In particular, it is the flavor of 
game theory that originates in the work of … John Harsanyi.9

And, in a survey article on the Bayes- Nash School, consider the 
more specific reference linking a result of the school to the work 
of Hayek:

It is often pointed out (for example, by Hayek … ) that one of 
the remarkable and important features of the price system is its 
ability to convey information efficiently. All that a buyer or a 
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seller needs to know about a commodity’s supply or demand is 
summarized by a single number, its price. Does the process of 
price formation by competitive bidding have such information 
efficiencies? In the common- value model, the bidders lack com-
plete information about the item’s true value; each bidder has 
different partial information. However, even though no single 
bidder has perfect information, it can be shown that, if there is 
perfect competition in the bidding, the selling price reflects all 
of the bidders’ private information… . Thus the selling price 
conveys information about the item’s true value. With perfect 
competition, the price is equal to the true value even though no 
individual in the economy knows what this true value is and no 
communication among the bidders takes place.10

Note well that these leading members of the Bayes- Nash School 
made reference to the work of Hayek in the context of interpreting 
the overall significance of their own achievements. Agents’ knowl-
edge was portrayed as difficult to access by the auctioneer/ central 
planner, but it was also difficult for the agents themselves to access 
it; by contrast to the conventional Walrasian view, agents’ knowledge 
was untrustworthy. But while agents’ knowledge was deemed untrust-
worthy, they were competent enough to still be able to incorporate 
more information into their valuations, and therefore were deemed 
capable of highly sophisticated reasoning. The market would provide 
the information needed to carry out such sophisticated reasoning.

Experimentalists also framed their interventions by referring 
to the ideas of Hayek. One observes such framing not only in the 
“Hayek hypothesis” of Vernon Smith, discussed in  chapter 8, but also 
in experimentalists’ activities in making smart markets:

The objective is to combine the information advantages of 
decentralized ownership with the coordination advantages 
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of central processing… . In effect we offer a solution to the 
Lange- Lerner- Hayek controversy of the 1930s.”11

In discussing “information advantages,” the importance of “central 
processing” is paramount. Central processing enables the comple-
tion of trades too complicated for individuals to complete on their 
own: “There is a puzzle as to the processes whereby our brains have 
[market exchange] and other skills so deeply hidden from our calcu-
lating self- aware minds.”12 At the hands of the Experimentalist School, 
the market is redescribed as a “price discovery” process, in almost 
direct parallel to Hayek’s late discussion of competition as a discov-
ery process. The change in language reflects the Experimentalist view 
that only skillfully designed markets— smart markets— can find the 
economic knowledge that cognitively limited agents are incapable of 
knowing.

This view is highly compatible with the notion that markets have 
the power to know things that agents cannot, the position taken by 
Hayek during his third period:

In a 1968 lecture, “Competition as a Discovery Procedure,” 
Hayek says “I propose to consider competition as a procedure 
for the discovery of such facts as … (otherwise) would not be 
known to anyone… .” Great insight; experiments have long 
demonstrated Hayek’s proposition. People discover a price 
that they didn’t know existed.13

And in direct reference to the ability of skillfully defined markets to 
substitute for human cognition:

Human interactive experiments governed by a computer 
network enabled the accommodation of far larger message 
spaces, opened the way to the application of coordination and 
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optimization algorithms to the messages of subjects, and facili-
tated their capacity to reach sophisticated equilibrium out-
comes they did not need to understand.14

Economic designers had managed to convince themselves that 
they had faithfully come to grips with Hayek’s concerns.15 The 
Walrasian School viewed itself as assisting the government in a 
number of areas, proposing rules for planning and suggesting the 
information to gather. Agents knew their “private” information, 
but the government did not. This established for the Walrasian 
School the task of “rational design of the institutional frame-
work,” which would amount to a novel kind of economic- cum- 
communication system— not central planning, but not quite like 
the market, either.

Initially, economists conceived themselves as designing various 
methods to help gather information; knowledge was held by dis-
persed agents, and the job of the economic designer was to figure 
out how best to transport knowledge from where it was to where 
it wasn’t— lest the economy not operate properly. Designers of the 
Bayes- Nash School tasked themselves with helping agents come 
to know their own values. This they would do by helping agents 
to correctly infer values, and then by recommending the use of 
knowledge- enhancing auction forms. In an environment where 
economists increasingly found themselves selling their exper-
tise, such ambitions carried considerable appeal, as we will see in 
the next chapter. Although game theorists attributed immensely 
impressive prodigious rationality to their version of the agent, nev-
ertheless economists managed to carve out a special role for their 
own activities.

Finally, the Experimentalist School viewed the task of design-
ers as constructing machines to discover an elusive knowledge that 
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individuals could not discover or otherwise comprehend them-
selves. These smart markets would include people, but in practice 
would substitute for the judgment of people— for example, by 
replacing regulatory bureaucracies. The Ghost of Hayek haunted 
them all.

There were a few specific structural conditions in the history 
of the American economics profession that would have brought 
Hayek’s concerns to the forefront and kept them there. We have 
touched on them in previous chapters. Some involved restruc-
turing at the departmental or university level, such as the rein-
vigoration of Purdue’s economics department and (later) the 
reinvention of Arizona’s economics department and Caltech’s 
program in social sciences as centers for experimental econom-
ics; others involved the establishment of new programs, such as 
Northwestern University’s Managerial Economics and Decision 
Sciences (MEDS) department and its Center for Mathematical 
Studies in Economics and Management Science (CMS- EMS). 
But efforts spanning different universities, forging communities 
of scholars around topics related to information and economic 
design, would also constitute an important part of the story. 
In some cases, like the establishment of the Economic Science 
Association, one specific approach to market design was lent pro-
digious support.16

But, then, there were the yearly National Science Foundation 
Conferences on Econometrics and Mathematical Economics (NSF/ 
CEME) Decentralization Conference Series, which would explore 
all the various permutations of information and design, giving us a 
glimpse into how Hayek’s provocations came to be reinterpreted 
over time by members of each of our “schools.” According to its 
former coordinator, “the mechanism design literature … stemmed 
from the [meetings of the] decentralization series.”17 A  memo 
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summarizing the proceedings of its first meeting (in 1971) noted 
that it covered:

 (1) studies of specific “adjustment mechanisms” designed for 
particular problems and/ or environments, and exhibiting 
“decentralization” in some sense or other;

 (2) the development of formal definitions of decentral-
ization, or of various aspects of decentralization, and 
attempts to define the circumstances under which one 
could say that one system is “more decentralized” than 
another; and

 (3) the optimal use of information in decision- making sys-
tems, taking account of the costs of information and/ or 
the given capacities that the decision- making system has 
for information processing.18

The initial proceedings reflected the concerns of the Walrasian 
School of Design, whose members dominated its roster of partici-
pants. It was first coordinated by Roy Radner in 1971 (who was a 
member of the Cowles Commission), and over the years tended 
to include a relatively small, though expanding, roster of repeat 
participants.

During the first ten years, Leonid Hurwicz topped the list, with 
eight papers delivered over that span, followed by Roy Radner (6), 
John Ledyard (5), Theodore Groves (5), and Thomas Marschak (4). 
By the time of the first meeting, Hurwicz had already begun to cir-
culate his first early results on the nascent Bayes- Nash approach. 
At that meeting, Radner invited Hurwicz to share this work; sub-
sequently, the series became an important forum for the “designer” 
community to develop and circulate work addressing Bayes- Nash 
themes.19
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By 1980s, as the roster expanded to include such figures as 
Robert Wilson, Paul Milgrom, and Eric Maskin, studies explic-
itly cast in terms of game theory assumed increasing prominence. 
Explorations of computing and complexity made their appear-
ance soon thereafter, addressed first by Mount and Reiter in the 
early 1980s, followed by other related scholars with increasing 
regularity.20

While explicit awareness of the nature of the original Hayekian 
provocation definitely diminished as the circles of scholars wid-
ened, it never entirely went away— possibly due to the more or less 
continuous presence of Hurwicz, John Ledyard, Thomas Marschak, 
Roy Radner, Stanley Reiter, and often other original, inaugural 
participants.21

Although one can find at those meetings representatives of each 
of the various schools still with us today, the economics profession 
has tended over time to move along the diagonal ray toward the 
“northeast” of the Information Space we introduced in  chapter 10 
(included here as figure 14.1), toward the region occupied by the 
Experimentalist School of Design.

Numerous considerations account for the profession’s trajec-
tory in this space. Prominent among them was the lack of success 
that members of the Walrasian and Bayes- Nash Schools had in 
fully reconciling the imperatives growing out of their own pro-
grams. One thinks immediately of Mount and Reiter, who got their 
start in the Walrasian School, but in their desire to address com-
putational concerns were brought to reject central tenets of this 
approach. For instance, there was Alvin Roth, who had studied 
under Robert Wilson, but soon thereafter found his work on game 
theory to be of limited use, and so eventually adopted the meth-
ods of the Experimentalist School. To the extent that members 
of the Walrasian and Bayes- Nash schools felt compelled to adopt 
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computational themes, they often found they had to dispense with 
one or more central tenets of their respective approaches. And then 
there is the poorly acknowledged fact that economists have increas-
ingly downgraded the significance of agent cognition for the opera-
tion of the market over time. Consequently, markets are less and 
less conceived as being about giving people what they may think 
they want, and increasingly about operating regardless of their 
wants, for the benefit of some entrepreneurial entity.

At this juncture in our narrative, we wish to signal a key depar-
ture from all those economics textbooks that want to claim it was 
the tool of game theory that was most responsible for the develop-
ment of market design. Although a superficial reading of our previ-
ous narrative might seem to lend support for this position, we insist 
that viewing the history in this way fails to do justice to the historical 
record and obscures the trajectory of the profession. Over the course 
of the 1980s and early 1990s, Experimentalists had consulted for 
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several government agencies (the Federal Aviation Administration, 
Civil Aeronautics Board, Federal Energy Regulatory Commission, 
NASA, the Arizona Corporation Commission); published numer-
ous papers on market design for natural gas pipelines, electric 
power transmission, space station utilization, and (as discussed in 
 chapters 9 and 13) airport landing slots; built market prototypes; 
and had even established a private company (Cybernomics) that 
would handle consulting contracts.

In 1991, Experimentalists’ work on market design gained wide-
spread attention, as the respected natural science journal Science 
published Kevin McCabe, Stephen Rassenti, and Vernon Smith’s 
“Smart Computer- Assisted Markets.”22 And in what must have 
seemed like a formal acknowledgment of the increasing promi-
nence of the Experimentalist approach, the Arizona Economics 
Department hosted the 1992 meeting of the NSF/ CEME 
Decentralization Conference Series. That meeting included notice-
ably more experimental explorations than previous meetings. Of 
course, it also included plenty of papers located squarely within the 
Bayes- Nash tradition; yet, those paying close attention (including, 
presumably, the Experimentalists) may have discerned that a dark 
cloud for that program lay on the horizon: Eric Maskin delivered a 
paper containing the first in what would turn out to be a series of 
negative results for auctions with “multidimensional signals.”23

While it would be an exaggeration to view these developments 
as flagrant evidence of a crisis of confidence in the Bayes- Nash 
approach, it is certainly no exaggeration to say that in the early 
1990s, the Experimentalists would have been at least as likely as the 
Bayes- Nash adherents to be regarded as representing the vanguard 
in market design— a conjecture that may be confirmed by recalling 
that it was the specific efforts of Experimentalists that the landmark 
“Markets and Organization” report chose to single out for its praise.
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Yet, as those with even a passing knowledge of the econom-
ics profession’s recent history are surely aware, it would be the 
Bayes- Nash approach that within a few short years would come to 
be viewed by the press, students, and other outsiders as the high-
est expression of the economics profession’s design ambitions. 
To understand this curious turn of history, it will be necessary to 
closely examine the single most important event that cemented 
market design as central to the identity of the economics profes-
sion: the U.S. Federal Communications Commission (FCC) spec-
trum auctions.
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[15]

 DESIGNS ON THE MARKET

The FCC Spectrum Auctions

Over the past three decades, market designers have argued that 
it is possible to reengineer markets to deliver any number of salu-
tary results. Markets can reverse global warming, improve access 
to health care, redress racial and gender discrimination, or even 
accomplish “free lunch redistribution,” while at the same time 
promoting allocative efficiency— so long as they are built cor-
rectly, in the opinion of some market engineers. It is a develop-
ment that has followed policy, at least to some extent:

Governments around the world have begun using markets as 
means to policy ends. Pollution control has been assigned to 
a market in emissions allowances. The right to use the elec-
tromagnetic spectrum for telecommunications has been 
auctioned off. In electricity supply, markets have replaced allo-
cation by state agencies or regulated monopolies. In fisheries 
management, tradable quotas have started to be used instead 
of direct regulation… . Governments can successfully use 
markets. Information is the key. The market process— where 
it works well— generates information on which of the firms 

 

 



T H E K N OW L ED G E W E H AV E LO ST I N  I N F O R M AT I O N

208

are able to put scarce resources to the best use and on what the 
highest value use is. This information is unlikely to be revealed 
via a political or administrative procedure.1

While stressing the ability of markets to “reveal” information is a 
hallmark of the Bayes- Nash School of Design, Experimentalists 
also emphasize the ability to use purpose- built markets to pro-
mote policy. This justification for the role of economists has 
proved to be a hit not only within the economics profession but 
also across the social sciences, even with groups normally thought 
to be antagonistic to orthodox microeconomics.2 The overwhelm-
ing impression is that is that market design has been wildly 
successful.

In the previous chapters, we provided a historical narrative of the 
intellectual development of this branch of economics. In this chapter, 
we bring into focus the circumstances surrounding the emergence 
of this new identity for economists to act as market designers. The 
single most important episode in the emergence of this new self- 
conception of economics was the U.S. Federal Communications 
Commission auctions for electromagnetic spectrum licenses. It is to 
this episode that we now turn.

THE CORPORATE RATIFICATION OF  
THE BAYES- NASH APPROACH

The successes of game theory in developing the FCC spectrum auc-
tions have been trumpeted far and wide by governments, the media, 
and even Hollywood (in the film A Beautiful Mind). And they have 
been repeated within all tiers of the economics discipline, from the 
dense valleys of popular undergraduate texts to the rarified air of its 
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journals. In the immediate aftermath of these auctions, almost every 
available account poured praise upon the efforts of the game theo-
rists who had participated as consultants in the auctions, and mar-
veled at the unprecedented involvement of academic economists in 
forging public policy. In economics departments, you hear about the 
FCC auctions every time a person delivers a paper on game theory 
or every time an economist lobbies for government funding during 
these austere times.

Those who have found their interests piqued by this application 
of game theory have been able to consult a handful of widely cited 
accounts. That these accounts were written by the academic game 
theorists who participated in the spectrum auctions ends up being 
pretty important. It is possible to summarize their accounts in the 
form of three lessons:

1. The decision to auction off electromagnetic spectrum 
licenses led to scientific considerations acquiring signifi-
cance alongside political considerations.

2. The role of market design in (1) demonstrates its practical 
relevance for public policy.

3. The most compelling evidence of (2)  can be found in the 
high revenues produced by the auctions, though market 
designers can reengineer markets to bring about any num-
ber of salutary outcomes.

The story began in 1994, when the U.S. Federal Communications 
Commission (FCC) commenced, for the first time, the practice 
of auctioning off spectrum licenses to the highest bidder.3 The 
process of determining the best method of selling the rights to 
control certain frequencies of the electromagnetic spectrum 
was marked by another innovation:  the heavy involvement of 
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academic game theorists— practitioners of one of the most 
abstract mathematical fields of economics, often thought to exist 
at a remove from practical problems. Once the first set of auc-
tions was completed, and the dollar tally came in, those econo-
mists gleefully took credit for what was initially perceived as a 
highly successful performance.

It is commonplace for the firsthand accounts of the FCC auc-
tions to begin with a discussion of the stipulation of several goals 
for the auctions by the U.S. Congress. In fact, Congress charged the 
FCC with:

I. The development and rapid deployment of new technolo-
gies, products, and services for the benefit of the public, 
including those residing in rural areas, without administra-
tive or judicial delays;

II. Promoting economic opportunity and competition and 
ensuring that new and innovative technologies are readily 
accessible to the American people by avoiding excessive 
concentration of licenses and by disseminating licenses 
among a wide variety of applicants, including small busi-
nesses, rural telephone companies, and businesses owned 
by members of minority groups and women;

III. Recovery for the public of a portion of the value of the pub-
lic spectrum made available for commercial use and avoid-
ance of unjust enrichment through the methods employed 
to award uses of that resource; and

IV. Efficient and intensive use of the electromagnetic spectrum.

The list represents the outcome of a prolonged debate over the 
role of government in promoting access, innovation, competition, 
and “competitiveness.” The FCC, however, would eventually take 
the position that all these complicated considerations involving 
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industrial organization, macroeconomics, and distributional 
equity should ultimately be reduced to the narrower goal of “eco-
nomic efficiency,” and that the most appropriate way to pursue this 
goal should be to award licenses to their highest valued users.4 By 
replacing the goals of Congress with their preferred “efficiency” cri-
terion, the FCC staff economists5 were able to ground their policy 
analysis in game theory.

The true significance of this was not, as has been commonly 
asserted, the substitution of political with “scientific” consider-
ations but, rather, the effective enrollment of a specific group of 
academic game theorists into the FCC’s policymaking process. The 
appearance in the FCC docket of a call for game theoretic analysis 
of how best to award licenses to the highest valued user was unprec-
edented, and it gave certain interested parties the idea of hiring aca-
demic game theorists to further their objectives.

But those hoping to ground controversial public policy in 
uncontentious science would be disappointed, as the enlistment 
of an increasing number of economists to the market design pro-
cess would result in a remarkably diverse array of inconsistent 
proposals— and ultimately, a failure to produce any clear- cut rec-
ommendation.6 The sticking point was that game theory supplied 
no global discipline with regard to the type of recommendations 
tendered: a game theorist could legitimately support any of an array 
of auction forms by stressing one set of information properties over 
others. Participating game theorists did tend to conceptualize an 
auction as a Bayesian learning game, in the fashion of the Bayes- 
Nash School of Design, discussed in  chapter  12. They focused 
attention on the release of information during the auction that 
would better promote knowledge of the licenses’ true value, hence 
promoting efficiency.

There was, however, no conventionally accepted standard for 
determining the precise value of the information provided by a given 
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auction, much less the “true” value of any good. This was a problem 
for attempts to generalize existing results to an environment with 
multiple heterogeneous goods, or in the argot of game theorists, 
multiple- good environments with “multidimensional types.”7 Game 
theorists therefore supported their recommendations not with their 
own conventionally accepted standards of mathematical proof, but 
with loose analogy and piecemeal analysis, mooted in seemingly 
clear but frequently contradictory catch phrases as “the more open, 
the better,” or “make sure participants get quality information,” or 
“avoid free- rider problems.”

Participants in the run- up to the spectrum auctions have 
acknowledged that game theory was unable to provide a knock- 
down argument for the optimality of a specific auction form.8 They 
attributed the lack of a determinate recommendation to a local dis-
agreement over the magnitude of various effects, but this does not 
begin to get to the heart of the matter. The lack of a determinate 
recommendation was less a disagreement over the significance of 
various learning effects than it was a disagreement over the aims of 
the auction.

One source of disagreement was a methodological clash that 
accounts of the auctions failed to note, but that we are now in a 
position to appreciate: some market designers were members of the 
Bayes- Nash School; others were in the Experimentalist School. In 
this case, both game theorists and experimentalists were concerned 
with the presence of interdependent values of different geographic 
spectrum allocations, but they understood the problem interdepen-
dency posed in a radically different way. Experimentalists argued 
that the only sort of market  algorithm that could be counted on 
to produce a dependably “optimal” allocation of licenses required 
a method for collecting information on the value of packages— or 
combinations of licenses— in addition to the value of individual 
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licenses. Experimentalists judged this allocation problem to be for-
mally equivalent to a “knapsack” problem in combinatorial optimi-
zation; called for package bidding; proposed a smart market to cope 
with the resulting processing complexity; and supported this rec-
ommendation with laboratory evidence for its (ex ante) optimality.9

By contrast, the game theorists who opposed package bidding10 
argued that merely asking for information on package values would 
ultimately reduce the amount of information collected. Package 
bidding would remove the incentive to bid on single licenses, reduc-
ing information on license values, suppressing the prices of individ-
ual licenses, and ending ultimately in a failure to displace a high 
package bid.11

To summarize, Experimentalists argued for a combinatorial 
auction and proposed a “person- machine system” to perform the 
complex processing task. Game theorists concentrated on bid-
ders’ incentives to release private information within a highly styl-
ized Bayes- Nash auction game, and proposed independent license 
bidding.

But while there was ample room for disagreements over the effi-
ciency properties of the auction proposals, or even the appropriate 
methodology for auction theory, the companies’ narrowly consti-
tuted interests clearly played a major role:

[T] he business world was fully aware of [the strategic sig-
nificance of] the rulemaking process and had engaged many 
groups of consultants to help them position themselves. 
Businesses understood that the rules and form of the auction 
could influence who acquired what and how much was paid. 
The rules of the auction could be used to provide advantages 
to themselves or to their competitors. Thus a mixture of self- 
interest and fear motivated many different and competing 
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architectures for the auctions as different businesses pro-
moted different rules.12

The most prominent “consultants” used by businesses to “posi-
tion themselves” were game theorists hired by the large telecoms. 
Several companies responded to the FCC’s rulemaking process by 
lobbying for preferred sets of auction rules, and some— mostly the 
monopolistic regional wireline telephone service providers created 
from the 1982 breakup of AT&T— enlisted economists to draft 
supporting comments. The telecoms went on a hiring spree: Nynex 
hired Robert Harris and Michael Katz of UC Berkeley; Telephone 
and Data Systems (TDS) hired Robert Weber of Northwestern; 
Bell Atlantic hired the Yale economist Barry Nalebuff and Jeremy 
Bulow of Stanford; Airtouch hired R.  Preston McAfee from the 
University of Texas; Pacific Bell hired Paul Milgrom and Robert 
Wilson from Stanford.

It is clear that many aspects of the proposals funded by the 
telecoms were determined by their narrow acquisitive strategies. 
Consider the case of “package bidding”:

In the U.S.  telecommunications spectrum auctions, sophisti-
cated bidders anticipated the effects of packaging on the auction 
and lobbied the spectrum regulator [the FCC] for packages that 
served their individual interests. For example, the long distance 
company MCI lobbied for a nationwide license which, it claimed, 
would enable cell phone companies to offer seamless coverage 
across the entire country … regional telephone companies such 
as Pacific Bell lobbied for licenses covering areas that fit well with 
their own business plans but poorly with the plans of MCI.13

The authors should know:  one of them was the lobbyist for Pac 
Bell. There are many other examples of “lobbying the spectrum 



D ES I G N S O N T H E M A R K E T

215

regulator,” including how to sequence the auctions, how to set col-
lusion rules, and so on.

So, for both these reasons, market designers failed to produce 
a single recommendation. In an ironic twist, the task of determin-
ing the public version of what game theory had ultimately dictated 
fell to the FCC. The multiplicity of aims and proposals forced the 
FCC to display some creativity in conjuring a “consensus” recom-
mendation for the auction form— the simultaneous multiple- round 
independent auction [SMRI]— given that it was the one that most 
economists opposed.14

Working out the details of the never- before implemented 
SMRI turned out to require far more elaborate competencies and 
redoubled efforts beyond those deployed in the initial rounds of the 
public policymaking process. (How are you going to rivet “simulta-
neity” and multiple rounds together to form a working machine?) 
Consequently, Experimental economists were recruited to partici-
pate in the design of the auction. They succeeded where the game 
theorists failed, in building operational auctions. This success was 
due in large part to their previous experience in constructing com-
puterized markets, inside and outside the laboratory. These were the 
real machine builders.

Yet the game theorists took the credit. And for what? Game the-
orists have been loudly trumpeting their success in “designing [the 
FCC auctions] for multiple goals” for two decades, leading directly 
to the explosion of market design. And their claims have gone more 
or less unchallenged despite considerable evidence built up in the 
interim to the contrary.

It is demonstrably false that the spectrum auctions satisfied the 
congressional goals.15 Many businesses buying licenses defaulted 
on their down payments,16 leading to considerable “administra-
tive delay” in re- awarding licenses.17 The lion’s share of licenses 
won by “small” and “entrepreneurial” businesses went to entities 
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bankrolled by large telecoms, representing a failure to get licenses 
into the hands of a “wide variety of applicants.”18 The auctions did 
not live up to their promise to promote “rapid deployment [in] rural 
areas,” as both large telecoms and smaller companies tended to con-
centrate their effort on large metropolitan areas.19 Overall, the allo-
cation of licenses produced by the auctions proved to be unstable, 
as the industry has gone through a spate of mergers, acquisitions, 
and bankruptcies, ultimately leading to a high degree of license 
concentration.20 Commenting on some of these events, one anony-
mous FCC official candidly observed, “this certainly does make us 
look like a bunch of idiots.”21

True, the auctions did capture a tidy sum for the government 
coffers— more, anyhow, than administrative hearings would 
have— but perhaps they did so at the expense of any solid foun-
dations for the economic health of the industry. Furthermore, this 
focus on the billions of dollars in bids draws attention away from 
the role the consultants played in decreasing auction revenues. The 
consultants’ efforts achieved their most spectacular result in the 
decision of MCI (a deep- pocketed nationwide bidder) to drop out 
of the December 1994 auction as a result of successful persuasion 
by economists of the FCC to reject nationwide package bidding.22 
Consulting economists argued against a “smart market” mecha-
nism, which in experiments had produced higher revenues.23 They 
advised their clients on forming consortia that had the effect of 
reducing competition in the auctions.24

On occasion, the consultants became involved in the auction 
process very directly. Immediately prior to the December 1994 auc-
tion, Paul Milgrom appeared on CNN Business Morning and pro-
claimed, “Pacific [Bell] expects to win licenses in California. We 
expect the other bidders to have an opportunity to become discour-
aged when they see how determined we are.”25 After the auctions 



D ES I G N S O N T H E M A R K E T

217

had concluded, Milgrom reported that his appearance did “success-
fully discourag[e]  most potential competitors from even trying to 
bid.”26 Rather than assigning credit to economists for raising large 
revenues for the treasury, it is probably closer to the truth to credit 
economists for helping their clients to acquire licenses at bargain 
prices.27

Hence, the true lessons of the FCC auctions are:

1. The decision to auction off electromagnetic spectrum 
licenses led to the commercial interests of a handful of large 
telecoms acquiring significance alongside both political 
and scientific considerations.

2. The role of market design in (1) demonstrates its ability to 
deliver clients a valuable service.

3. The most compelling evidence of the success of (2)  is the 
market designers’ delivery of licenses to their clients, rela-
tively cheaply.

A primary justification for market design is that it would replace 
corrupt regulatory practices with transparent market- like 
procedures:

Auctions, unlike administrative hearings, are transparent.28

[A]  well designed auction is the method most likely to allocate 
resources to those who can use them most valuably … [and 
avoid] political and legal controversy, and the perception, if not 
the reality, of favoritism and corruption.29

Arguments that stress the transparency of markets relative to 
bureaucracy have a long history; interestingly enough, the FCC 
case has taken center stage in the history of economics: in 1959, 
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Ronald Coase argued for replacing FCC bureaucracy with mar-
kets. But market designers’ arguments differed from Coase’s in 
one important respect. It would not be enough to merely rejig-
ger the definition of property rights and entrust their alloca-
tion to The Market:  “For markets no less than for buildings, it 
is the details of design that determine whether or not they work 
well. Both God and the Devil are in the details.”30 Market design 
espouses the position, “markets work— but we can make them 
work better.” It is not merely markets that are tasked by market 
designers to replace politics, but some combination of markets 
and economics.

One is counseled to be very suspicious of government bureau-
cracy on the grounds that it is prone to corruption. Markets are 
better, but it is usually best not to leave such markets to be gener-
ated spontaneously: “the Devil is in the details.” Instead, one must 
employ principles of sound market design to ensure that goals are 
pursued effectively and with integrity. And since it is really only by 
experience that one grasps these principles, the best way to make 
sure sound design principles are employed is to enlist the help of 
a market designer. “God is in the details,” as well. But if markets 
are conceived as constructed entities, they can be skewed to favor 
certain participants. This is the most important lesson of the FCC 
auctions.

Precisely this willingness to skew markets in favor of certain 
participants explains why, despite the failure to implement pub-
lic policy, the FCC auctions were, as one participant noted, “a 
huge success for the auction theorists involved.”31 One of the 
most interesting upshots of the auctions was the development 
of companies— with many of the key participant game theorists 
taken on as partners— devoted to the construction of markets.32 
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As Alvin Roth has noted, the FCC auctions opened up “a new way 
for game theorists to earn their livings, as consulting engineers for 
the market economy.”33

It would be a milestone in the history of economics:  econo-
mists had quickly responded to rapidly changing events initiated 
by the government, and positioned themselves as the premier 
experts in market construction. No longer would economists 
take The Market as something to be explained; instead, they use 
carte blanche to make up markets in a smorgasbord of shapes and 
flavors.

But even at the very moment of the Bayes- Nash School’s great-
est public triumph, the effects of the forces we discussed earlier were 
becoming apparent. No longer would they talk of English auctions 
generalized to multiple- item settings, but instead of the “Milgrom- 
Wilson auction.” In the years that followed, game theorists would 
take out patents of various market forms and portray them as made- 
to- order. The following is taken from the website of one prominent 
market design company:34

For clients with especially complex problems, we provide cus-
tomized auction designs that ensure achieving optimal solu-
tions. Complexity raises the stakes in auction design:  poor 
designs leave money on the table or result in inefficient allo-
cations… . The Milgrom Assignment Auction represents the 
next generation of multi- product auctions… . Auctionomics’ 
software is based on Milgrom’s innovations in game theory… . 
The table below compares the features of clock auctions, tra-
ditional sealed- bid auctions, and the Milgrom Assignment 
Auction [table 15.1]:
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Table 15.1 AUCTIONOMICS’ PRODUCT COMPARISONS

Milgrom 
Assignment

Traditional 
Sealed Bids

Clock Auctions

Adapted 
to multiple 
products

√ Yes √ Yes √ Yes

Easy to use 
with simple 
substitutions

√ Yes X No X No

Allow general 
expression  
of substitutes

√ Yes X No √ Yes

Finishes 
instantly

√ Yes √ Yes X No

Finds exact 
market Clearing 
Prices

√ Yes √ Yes X No

Support swaps √ Yes X No X No

With so much at stake, why purchase off- the- rack (or, heaven 
forbid, wear a hand- me- down) when you can order tailor- made? 
While Experimentalists had come to this position much earlier, 
they were still largely underground. It was the (perceived) work 
of the game theorists in the FCC auctions that changed the self- 
understanding of the profession as a whole.35
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[16]

 PRIVATE INTELLECTUALS 

AND PUBLIC PERPLEXITY

The TARP

During the 1990s, market designers had begun to respond to 
rapid developments in transmutation of actual markets by dem-
onstrating they could skew markets in favor of certain partici-
pants. It required them to walk a tightrope:  markets would be 
preferred to bureaucracies on the grounds of transparency and 
efficiency; yet, only market designers could truly understand 
their setup and operation. They were so successful in negotiating 
this treacherous terrain that they were able to take their business 
model worldwide. Soon thereafter, they participated in auctions 
in France, Australia, Canada, Mexico, Austria, and the UK, for 
items ranging from electricity generation capacity, to greenhouse 
gas emission permits, to railroads. But these economists’ amour 
propre would be seriously challenged by the onset of the global 
economic crisis, to which we now turn.

Obviously, this book cannot address the crisis as a whole; we 
only seek to recount a single, limited incident in a long, sad lit-
any.1 Specifically, let us examine the circumstances surrounding 
the promotion (and subsequent demise) of the idea that the gov-
ernment could deliver the United States from financial calamity 
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by devising an auction to remove “toxic assets” from the balance 
sheets of large banks. We have already discussed in  chapter 10 how 
the government changed mortgage markets, leading to the emer-
gence of mortgage- backed securities, and, in turn, to a bevy of toxic 
assets. Most relevant from the present perspective was that the role 
of volunteer hazardous materials team was to be played by market 
designers. Curiously, these theorists were called in to assist with the 
justification and passage of the U.S. Troubled Asset Relief Program 
(TARP) in the confusion of late 2008.2

The plan to conduct an auction of toxic assets originated in 
the immediate aftermath of the March 2008 Bear Stearns col-
lapse, and from the conviction among market participants and 
some Treasury and Fed staff that it would be wise to have a plan to 
“pull off the shelf ” in the case of another Bear Stearns– type emer-
gency.3 Following several rounds of discussion between staff at the 
Treasury and the New York and Washington Feds, Neel Kashkari 
(assistant secretary for financial stability at the U.S. Treasury) 
and Phillip Swagel (assistant secretary for economic policy at the 
U.S. Treasury) drafted a memo entitled “Break the Glass:  Bank 
Recapitalization Plan.”4 In this memo, Kashkari and Swagel identi-
fied alternative emergency measures, argued in favor of using asset 
auctions to remove mortgage- related assets from bank balance 
sheets, and set forth a timeline for completing the asset purchases. 
Treasury Secretary Henry Paulson would eventually second their 
judgment to purchase on ideological grounds,5 but at that juncture 
he essentially ordered that the plan be set aside.

So when the emergency did eventually arrive, following the 
September collapse of Lehman Brothers, breaking the glass was 
something Paulson and Federal Reserve Chairman Ben Bernanke 
attempted to do. They began to make the rounds to convince mem-
bers of Congress of the need for an emergency asset purchase plan, 
solicited an auction plan from the New York Fed, and approached 
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academic market designers to fill in the details.6 But they almost 
immediately began to encounter difficulties.

Bernanke gave a performance at Congress for which he was 
“much ridiculed”:  during a hearing on the impending asset pur-
chase plan, Bernanke laid out a means to buy troubled assets from 
banks at “close to the hold- to- maturity price,” a slippery magnitude 
that was highly disputable, but certainly meant paying prices much 
higher than currently prevailed on asset markets.7 Serious criti-
cisms immediately surfaced:  Doesn’t this purchase plan just boil 
down to giving Wall Street a subsidy? Then why bother with the cir-
cumlocutions? Given the nature of the emergency, was it realistic to 
believe that a relatively small asset purchase plan would do the job? 
While these objections were gaining intensity in the public sphere, 
the Treasury worked behind closed doors to craft the original 
“break the glass” memo into a legislative proposal. The initial effort, 
which totaled only about 2 and a half pages, was viewed by many as 
so insubstantial as to be insulting; the House voted down the initial 
bill based on the proposal. Clearly the plan was in jeopardy.

It was in this context— with skepticism about the asset auctions 
abounding and financial disaster looming— that market designers 
assumed a public role in the debate over TARP. Market designers 
soon found themselves in the public spotlight when Bernanke and 
Swagel referred to market designers’ expertise when fielding con-
cerns about the prices to be paid in their plan,8 and in short order 
two of the academic market designers approached by the Treasury, 
Lawrence Ausubel and Peter Cramton, emerged publicly to defend 
the legitimacy of the asset purchase plan.

What is interesting about this defense is how market designers 
portrayed the virtue of their plan. They claimed they could design 
an auction that would improve upon the Treasury’s approach in 
the sense of establishing lower “competitive market prices,” a pros-
pect that did not sound very salubrious from the standpoint of 
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Bernanke, Paulson, and the bevy of Wall Street lobbyists who had 
already gone on the record with their concerns about the conse-
quences of driving prices too low.9 If these microeconomists were 
to be politically useful, they needed to get on the same page as the 
Treasury officials and the Fed. Ausubel and Cramton responded by 
creatively interpreting “competitive market prices” to mean prices 
that were “reasonably close to value,” by which they meant basically 
the same thing as Bernanke’s “hold- to- maturity” prices.10 The plan 
purported to allow for the Treasury to manipulate its demand for 
securities, thereby manipulating the price paid, while preserving 
the ability to claim that the prices paid were still “market” prices— 
at least in some sense, an intention that has been subsequently 
acknowledged:

A concern of many at the Treasury was that the reverse auc-
tions would indicate prices for MBSs [mortgage- backed securi-
ties] so low as to appear to make other companies appear to be 
insolvent if their balance sheets were revalued to the auction 
results. This could easily be handled within the reverse auction 
framework, however … we could experiment with the share 
of each security to bid on; the more we purchased, the higher, 
presumably, would be the price that resulted.11

The claim that, armed with the right technique, the Treasury could 
in effect “go the market one better,” while not baldly implausible, 
did look like they were claiming that the circle could, in fact, be 
squared:  the government could pay greater than market prices, 
and yet the act of doing so could be rendered “transparent” by the 
notional market setup. But to the extent that it was possible to ignore 
this little detail, that would pave the way toward accepting the 
Treasury’s position:  issues ranging from executive compensation, 
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to reform of the structural composition of the financial sector, to 
direct banishment of certain formats of derivatives immediately fell 
by the wayside. At a time when the most publicly visible economists 
were arguing against the TARP, the endorsement of these market 
designers was surely powerful.12

According to the market designers, if you understood the crisis 
from the correct microeconomic perspective you would come to 
realize how necessary their intervention was. These market design-
ers (of the Bayes- Nash School) argued they could design markets 
that efficiently aggregate information, and thereby assist market 
participants to discover the true value of items being sold. They 
claimed the crisis stemmed from an absence of liquidity, not— 
crucially— pervasive insolvency. In their frame, banks possessed 
a variety of assets, some worthless but most others pretty valu-
able, and it was the inability to distinguish between the two that 
caused the crisis. By purchasing these assets, the government would 
reestablish liquidity, not merely by removing toxic assets from the 
banks’ balance sheets but also by releasing information that would 
establish the assets’ true values.

One immediate consequence of this view was that the impos-
ing magnitude of the toxic asset problem was not necessarily wor-
risome, nor was the possibility that the TARP program would be 
unable to remove the vast majority of the toxic assets from banks’ 
balance sheets:

The “losers” are not left high and dry. By determining the 
market clearing price, the auction increases liquidity… . The 
auction has effectively aggregated information about the secu-
rity’s value. This price information is the essential ingredient 
needed to restore the secondary market for mortgage backed 
securities.13
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What mattered, they insisted, was “information”:  information 
would summon forth funds from private actors, thereby thaw-
ing frozen secondary markets. The basis for this claim was that 
the assets to be purchased had a true, objective value that was the 
same for all bidders, or in the argot of game theory, “common” val-
ued. According to conventional theory, one should expect in such 
cases that purchasers of such assets (or sellers of such assets, in the 
case of a procurement auction, which in this case was being pro-
posed) should misjudge this objective value, resulting in a kind of 
undesirable behavior called the “winner’s curse.” Market designers 
believed they could mitigate such problems by designing markets 
that efficiently aggregate information, and thereby assist market 
participants to discover the true value of items being sold.

Although one way of reading the market designers’ argument 
was that one should generally trust existing markets to do the best 
job of aggregating information about assets, because the assets were 
“common value,” it was necessary for a suitably trained economist 
to provide a helping visible hand. In circumstances like these, with 
the largest financial companies in the nation on the verge of default, 
the stakes were dangerously high. This made their participation all 
the more crucial.

In a crisis, especially important was the speed of deployment. 
Unfortunately, the market designers responded to the Treasury’s 
call for assistance by submitting widely incompatible designs for 
the auctions, necessitating the Treasury to decide between the 
rival analyses.14 For all practical purposes, it was the FCC auctions 
redux. Complicating matters was that, from the perspective of the 
Treasury, one could not tell on paper what the best auction form 
was.15 For example, one dispute broke out over whether to run an 
“open” or “sealed bid” auction; historically, that had been one of 
the most basic issues that market designers had previously grappled 
with. Which version was to be preferred was supposed to turn on 
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which auction did the best job of aggregating information, but the-
ory provided neither guidance about which format was better nor 
guidance about whether either form would bring new bits of useful 
information into the market.

While their early public statements did take care to portray their 
auctions as market- like, Ausubel and Cramton tended to empha-
size to the Treasury how their clock auction improved upon other 
designs:

A security’s value is closely related to its “hold to maturity 
value,” which is roughly the same for each bidder. Each bidder 
has an estimate of this value, but the true value is unknown. 
The dynamic auction, by revealing market supply as the price 
declines, lets the bidders condition their bids on the aggregate 
market information. As a result, common- value uncertainty is 
reduced and bidders will be comfortable bidding more aggres-
sively without falling prey to the winner’s curse— the tendency 
in a procurement setting of naïve sellers to sell at prices below 
true value… . A  principal benefit of the clock auction is the 
inherent price- discovery feedback mechanism that is absent in 
any sealed- bid auction format. Specifically, as the auction pro-
gresses, participants learn how the aggregate demand changes 
with price, which allows bidders to update their own strategies 
and avoid the winner’s curse… . Efficiency in the clock auc-
tion always exceeded 97%.16

In holding that the value of the toxic assets was “roughly the same 
for each bidder,” this passage corresponds to the point made ear-
lier, that market designers viewed the toxic assets as “common” val-
ued, and that such cases posed for the market designer the task of 
figuring out how to aggregate information. It also makes explicit 
the mandate of Bernanke’s warning to avoid purchasing assets at 
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too- low prices (although market designers offered a different ratio-
nale for doing so— avoiding the “winner’s curse”).

But what is most notable about this passage is that it advo-
cates a specific type of auction— a clock auction— and does so on 
the basis of its ability to avoid the “winner’s curse,” as evident by 
its demonstrably superior “efficiency.” The reason this claim is so 
notable is that it is incoherent on its own terms: it only makes sense 
to attribute “97% efficiency” in case of private value auctions, where 
bidders value assets idiosyncratically.17 If toxic assets are common 
valued, meaning that all bidders value the assets identically, then all 
distributions are efficient by definition, and therefore the efficiency 
criterion is useless, or at best, irrelevant.18

Above all, this illustrated the resources at the disposal of the 
market designers, and the lengths to which they were willing to 
go: they linked avoiding the winner’s curse— that is, making sure 
banks receive enough money from the government— with “effi-
ciency,” a goal seemingly more in line with the public interest. To 
make the case, all they needed to do was get the audience— in this 
case, the Treasury— to forget the distinction between private and 
common value auctions— usually presented as lessons one and two 
in any auction theory text.

But perhaps the point of the exercise was never to get the par-
ticulars of the economics justification correct, and instead to get 
the Treasury to purchase their “clock auction.” Sifting through all 
the coverage of the TARP plan, one comes across an acute observa-
tion made by a Newsweek reporter:

[Ausubel and Cramton] hope to convince officials that not 
only does a reverse auction work, but, in the event the Treasury 
conducts one, to run it off their patented software platform… . 
Ausubel and Cramton own two auction- services companies, 
Power Auctions and Market Design, each of which handle 
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the back end of auctions for companies and foreign govern-
ments. They’ve already helped the French government sell 
electricity off its grid and Dutch energy companies auction off 
natural gas.19

In fact, Power Auctions and Market Design held the patents for the 
stipulated clock auction. But the presentation delivered by Ausubel 
and Cramton for the Treasury listed several additional “typical 
auction related activities”— namely, product design; definition 
of detailed auction rules; auction software specification, develop-
ment, and testing; bidder training; establishment of an auction 
“war room”; operation of auction; post- auction reports on success of 
auction and possible improvements for future auctions— for which 
Power Auctions and Market Design could provide assistance.20

Since the days of the FCC auctions, market designers had made 
all sorts of fantastic claims for their newfangled markets: They can 
reverse global warming! Improve access to health care! Redress 
racial and gender discrimination, without committing “reverse 
discrimination!” Even achieve “free lunch redistribution!” That is, 
this was so long as you hire their firms to build them to your exact-
ing specifications (after all, “details matter”). They almost always 
directed the pitch at cash- strapped governments, urging them in 
particular to sell off public assets to private oligopolistic concerns; 
in the case of toxic asset auctions, one need only invert the logic. In 
this case, the government was exhorted to avoid paying too little 
for assets of dubious provenance. Just as with the FCC auctions, 
pecuniary interests might have lent confusion to and exacerbated 
disputes over auction forms. But by now the designers had come 
to realize that markets could be patentable, intensifying yet obscur-
ing the motivations behind the disputes. In stressing how difficult 
it was to run their own market, the market designers did present 
a compelling case for their ongoing retention; yet it amounted to  
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one more example of how participation as a market designer 
requires one to withhold trust in the operation of existing markets.

The dispute over auction forms raised a second and more seri-
ous problem: there was no good reason to believe that the auctions 
would do what the market designers had said they would— namely, 
summon a chain of events that would eventually bring the econ-
omy out of crisis by aggregating dispersed information. Some of 
the Treasury staff became increasingly nervous about performance, 
regarding the auction design process as a “science experiment” run 
amok: market designers had always insisted that the performance 
of the auctions was sensitive to even seemingly minor changes in 
rules, and yet they could not even agree about how rule changes 
would affect performance. They wanted to implement the alterna-
tive auction forms and use the first set of auctions as trial runs, a 
prospect that surely failed to inspire confidence. And this in the 
midst of a collapsing world economy.

Meanwhile, markets themselves had turned against the TARP 
plan. Things initially had started out well for the Treasury. The 
first announcement of the toxic asset purchase plan led immedi-
ately (on September 18)  to a gain on the Dow of 410 points, fol-
lowed by another 369 points the very next day. Paulson observed 
that the Treasury’s plan had “acted like a tonic to the markets.”21 
Unfortunately, matters went from bad to worse, to catastrophic 
over the course of the next two weeks— at least if one trusted the 
judgment of markets. The Dow plummeted, and credit markets 
remained frozen. While it was tempting to attribute the declines 
to the initial failure to pass TARP, its passage on Friday, October 3, 
made this a difficult position to maintain, since the declines contin-
ued unabated.

When the declines resumed the following Monday and spread 
across the world, Paulson interpreted financial markets as having 
judged that “TARP would not provide a quick enough fix.”22 But 
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by then, the handwriting was on the wall:  Bernanke and various 
Treasury staff had been for at least a week expressing doubts that 
the asset purchase program would work; Paulson himself intimated 
to President Bush that Treasury would probably need to purchase 
equity in the banks on October 1, two days before TARP’s passage.23 
On October 13, Paulson informed the CEOs of Citigroup, Wells 
Fargo, JP Morgan, Bank of America, Merrill Lynch, Goldman Sachs, 
Morgan Stanley, Bank of New York Mellon, and State Street Bank 
that the Treasury now intended to emphasize capital injections— 
and he instructed these nine banks to accept them.24 By the end of 
October, Paulson cancelled the auctions and instructed his staff to 
concentrate on capital injections instead.25

When markets judged the prospective market- based program 
to be faulty, the Treasury heeded the markets, not the economists. 
The market designers responded to the Treasury’s aboutface in 
emphasis by insisting that there was no good reason the Treasury 
could not use auctions to purchase bank shares in addition to toxic 
assets,26 a position they maintained until the Treasury made it clear 
it had no intention to seek release of any additional TARP funds, 
thereby foreclosing any prospect for using auctions (at least for the 
remainder of the Bush administration).

Once that happened, things turned ugly:  the market design-
ers themselves became some of the fiercest critics of TARP. In an 
interview for NPR, Ausubel complained, “Instead of conducting 
transparent auctions, the Treasury is going to instead distribute 
suitcases of cash”; for Cramton, “It really is moving down the path 
to crony capitalism, in my mind, where the government is pick-
ing winners and losers in a nontransparent way.” This turnabout 
in support for Treasury bailouts was easy to pull off because both 
the market designers and the anti- TARP petitioners now claimed 
to have shared very similar assumptions about the economic role 
of government.
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The lesson market designers wanted to draw from the crisis is 
that the public should trust both The Market and the economics pro-
fession to rescue them from economic disaster.27 The rise of market 
design had already threatened to reveal the contradiction between 
trusting markets and trusting economists. But the global economic 
crisis made this position impossible to maintain in the long run; 
nevertheless, the market designers had proved immensely useful in 
the sphere of short- term politics. Their participation required them 
to extol the virtues of The Market, but it also required them to iden-
tify ways it had broken down, necessitating their expertise.

The central rationale for employing the market designers was 
precisely that it held the promise of skewing markets in such a way 
as to benefit banks holding “toxic assets”; yet it was on precisely 
this point that they had to promote confusion, lest they be identi-
fied with efforts to subsidize the banks. The willingness to engage 
in such obfuscation was quickly recognized by the Treasury as the 
market designers’ primary virtue, and immediately put to use.
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[17]

 ARTIFICIAL IGNORANCE

[This new] bio prompts us to ask ourselves why we seem to require 
of our art an ironic distance from deep convictions or desperate 
questions, so that contemporary writers have to either make jokes 
of them or else try to work them in under cover of some formal 
trick like intertextual quotation or incongruous juxtaposition, 
sticking the really urgent stuff inside asterisks as part of some 
multivalent defamiliarization- flourish or some such shit. Part 
of the explanation for our own lit’s thematic poverty obviously 
includes our century and situation.

 David Foster Wallace, “Joseph Frank’s Dostoevsky,” 1996

And when he occupies a college,
Truth is replaced by Useful Knowledge;

 He pays particular
Attention to Commercial Thought,
Public Relations, Hygiene, Sport, 

In his curricula.

Athletic, extrovert and crude,
For him, to work in solitude 

Is the offence,
The goal a populous Nirvana:
His shield bears this device: Mens sana 

Qui mal y pense.
W. H. Auden, Under Which Lyre
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In this book we have taken you through the previous seventy- odd 
years of economics, through computationalism, the crisis, cyber-
netics, state space formalisms, and much else besides. Following 
along with us through this history has required some patience and 
abundant stamina, since we have proposed some unusual topics 
around which to organize a discussion of the peregrinations of 
modern economics. Within it all is strung a harrowing misgiv-
ing: What did the advent of information have to do with enlight-
enment in economics?

Obviously we cannot generalize about every economist on the 
planet. What does this history teach us about the state of orthodox 
economics in the United States and Europe in the twenty- first cen-
tury that we could not learn, say, by auditing a graduate course in 
an economics department? To sharpen our history’s denouement, 
let us compare it with the messages concerning the profession’s his-
torical self- understanding, crafted in the halls of today’s economics 
programs and beamed at economic tyros. But where to find such an 
exemplar amid a profession so unrepentantly hostile to historical 
self- examination?

What we are after are not stories that practitioners of a disci-
pline tell about themselves at ceremonial occasions, the kind of 
“history” composed by a triumphant graybeard in a mood of remi-
niscence, possibly with the name “Hayek” or “Keynes” dropped 
here and there. Instead, we are interested in the views of someone 
young, preferably fresh out of graduate school, who has relatively 
little invested in pursuing a specific research program, able to artic-
ulate a general viewpoint about recent trends in the profession, but 
perceptive enough to not dismiss out of hand the notion that the 
economics profession might actually have something to answer for.

Clearly this kind of person, and this kind of work, would be more 
easily found in the blogosphere than in scholarly journals like the 
American Economic Review (looking in History of Political Economy 
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is a nonstarter). And so we opt to point our browser at Noahpinion, 
the economics blog of Noah Smith, ranked as one of the top twenty- 
five most influential economics blogs in 2013.1

Smith took it as his duty and mission to challenge the unprec-
edented enmity directed at the economics profession that was 
suffusing the blogosphere in the wake of the worldwide financial 
crisis; he responded by drawing attention to what he believes to 
be praiseworthy recent developments. Not hiding behind impen-
etrable mathematics and jargon, Smith takes his argument directly 
to the public. The title of one of his posts accurately conveys his 
central point: “Economists used to be the priests of free markets— 
now they’re just a bunch of engineers.” According to Smith’s under-
standing of the profession, most economists are prone to focus on 
small, solvable problems, and uninterested in making grand sweep-
ing contributions to policy:

I have the vague sense that if you were an idealistic, brilliant 
young libertarian in the 1960s and ’70s, you might natu-
rally dream of growing up to be an economist. You might 
watch a rousing speech by Milton Friedman, and you might 
imagine that one day you, too, would use the power of logic 
and rationality and mathematics to ward off the insanity 
of socialism. Well, America still has some idealistic, bril-
liant young libertarians, and some of them probably still 
dream of becoming economists. But now they will be in 
the minority. They will be joined by quite a few— maybe 
more— idealistic brilliant young liberals, who recognize 
the power of markets but also want to figure out how to fix 
things when markets go wrong. And they will also be joined 
by quite a few brilliant engineers, for whom political ideals 
take a back seat to the solving of practical, real- world prob-
lems. Econ isn’t what it used to be.2
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It should come as no surprise to discover that Smith elevates mar-
ket design as the best example of this new form of economics:

Auctions are one of those situations in which the “agents” are 
close to perfectly rational– just the type of case that the the-
orists of decades past liked to sit around and theorize about. 
This theory worked. And what works, makes money.3

To engage in a line- by- line refutation of a blog post, such as this one, 
would be absurd. Instead, we address it as a representative expres-
sion of the public face of the orthodoxy, in order to subject its confi-
dent attitudes to critical scrutiny.4

Fortified by these chapters, we can now perceive that mod-
ern economists live in a topsy- turvy world, where almost every-
thing they believe about themselves is false. Contemporary 
neoclassical agents are not the epistemic whiz kids of the days of 
yore— far from it. Yet the orthodoxy has not left all theoretical 
commitments behind in favor of a judicious pragmatism:  their 
commitments follow a specific path and a curious logic, as we 
have repeatedly argued. This trajectory has had little to do with 
any simplistic notions that the theory f lat- out “worked”: this is 
the lesson of the last two chapters. Fixing markets with more 
markets is just another way that neoliberals have of never having 
to say they’re sorry. And the idea that money validates Truth is 
about as pure a Milton Friedman– style doctrine as one might 
ever encounter. The profession has become more, not less neo-
liberal; and yet economists are so lost in cosseted political fan-
tasy that it seems they aren’t even aware of it. Consequently, 
they can’t see what is plain to many who have suffered through 
the global economic crisis: trusting The Market to save us may 
involve withholding trust from the economists who preach its 
supposed virtues.
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It is not only the economists who have been oblivious to trends 
in the recent history of orthodox economics. Evidently, historians 
of science these days are faring no better:

Some economists have come to argue that a prime determinant 
of bubbles is the amount of disagreement, or “dispersion of 
opinion,” among investors about an asset’s value. Economists 
have explored various factors that might permit such signifi-
cant disagreements, notably including investors’ overconfi-
dence and limited attention. A  few economists have even 
begun to think about investor disagreement in terms of differ-
ences in knowledge and to borrow theoretical insights from the 
history and philosophy of science. Looking to disagreement, 
it seems, may allow for new (and agreeable) collaborations 
between humanistic and social scientific interpretations of 
economic life.5

Economists have, of course, done no such thing. As we have shown, 
economists now believe knowledge to be right in their wheelhouse, 
after a little prior help from their natural science comrades. Hence, 
they would never feel compelled to borrow from the humanities— 
that would be squatting with the untouchables.6 And as for their 
openness to the history and philosophy of science, well, one might 
just as cogently suggest that their contempt for philosophy is what 
eminently qualifies professional economists as engineers of the 
human soul. Only someone completely unfamiliar with the theo-
retical traditions we have covered in this book could make so 
absurd a claim.7

How have we arrived at this impasse, with artificial ignorance 
ingrained at every turn? How have so many smart people so mis-
construed the trend of modern economics? How can economists 
pride themselves as wizards of information, and yet be so woodenly 
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obtuse? We cannot do justice to those large issues here, and thus we 
must leave the larger question to those who come after us. However, 
we wish to reiterate the observation that the Neoliberal Thought 
Collective is quite happy to have the masses mired in artificial igno-
rance, since that merely greases the wheels of The Market, that for 
which there is no greater intelligence.

THE BURDENS OF EPISTEMIC PRIVILEGE

By now, we can appreciate that the ambition to engineer an econ-
omy has been intertwined with the quest to find a place for infor-
mation in economics. “Information” has endured a curious career 
in economics:  as it became increasingly remote from the human, 
humans were enlisted in the operation of information processors, 
and this operation came to be determined by those designing mar-
kets. In the first instance, game theorists ascribed incredible pow-
ers of ratiocination to agents.8 This would inevitably raise questions 
about the role economists would play in the larger scheme of things, 
to which economists responded by stepping back from the preci-
pice and insisting that agents were prone to fall victim to the “win-
ner’s curse,” and therefore required expert assistance after all. It was 
important that market designers not portray agents as too smart.

Experimentalists took this lesson to heart, and portrayed agents 
as less than incredibly rational and, for certain purposes, as stupid 
as it is possible for a person to be. In terms of the historical trajec-
tory discussed in  chapter  10, the profession came to hold that its 
task was to build markets in such a way that agent cognition should 
be irrelevant to their successful operation. Agents would be folded 
into the person– machine system, no longer deemed capable of 
understanding why they made the decisions that they do. Think 
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of their predicament as Artificial Ignorance. Such understanding 
would be reserved for the economist alone.

One cannot make sense of this development absent an under-
standing of the increasing influence of neoliberalism. Although the 
language of information processors and person– machine systems 
does seem to conjure the image of the engineer occupied by techni-
cal matters, the orthodoxy would often portray The Market as not 
merely an information processor but also an omnipotent processor 
of information, That Than Which No Greater Can Be Conceived. 
While it may make sense to describe markets as information proces-
sors, it makes little sense to portray them as omnipotent processors, 
at least from the standpoint of the abstract theory of computation.

Here, one should understand the orthodoxy as coming round 
to the view of Hayek, who himself came to espouse the principle 
that markets could “know” things that agents could not. Similarly, 
the ability of the economic actor to arrive at knowledge indepen-
dent of the “smart market” would be denied: MPS member Vernon 
Smith wrote, “There is a puzzle as to the processes whereby our 
brains have [market exchange] and other skills so deeply hidden 
from our calculating self- aware minds.”9 Neoliberalism influenced 
the way computational themes would enter economics:  the agent 
would become one small cog in the grand market mechanism.10 The 
central point obscured by counterposing market engineering with 
policy advocacy is that neoliberal theory was a central influence on 
the development of market design.

Consequently, knowledge no longer looks like it did in the 
Enlightenment roots of political economy. What happened to the 
Kantian subject, able to reason for herself, autonomous, and hence 
an end in herself? Economists’ fascination with information has 
inadvertently debased their treatment of knowledge— first, for the 
agent and then, ultimately, for the economists themselves. Now 
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all we have left is information. It was a seemingly technical notion 
that, reified, was then progressively removed from the grip of the 
agent who, in turn, would be denied anything that could reasonably 
be signified as “understanding” or even “thought.” This neoliberal 
subject was banished from the realm of ends, denied any optimal-
ity that makes sense, fated to slave away on a supremely complex 
calculation, churning through a subroutine, Truth always eluding 
its grasp.

Forget postmodernism: this is the contemporary Death of the 
Author, the ultimate debasement of freedom in the name of free-
dom to choose.

In the introduction we asked:  “Why must an economics of 
knowledge end up propounding a doctrine that economic agents 
should be ignorant?” The tenacious reader will notice that we have 
been working our way toward a twofold answer. First, the impera-
tive to design person– machine systems necessitated that agents be 
conceived as relatively stupid, at least when it came to economic 
rationality, and economists as sufficiently smart enough to under-
stand how to orchestrate the amalgam of persons, machines, and 
markets into a knowledge producing whole. In their models, when 
agents are folded into person– machine systems, then the market- 
designing economist alone is granted the god’s- eye knowledge to 
understand and shape the operation of the market— otherwise, the 
designer has no role to play.

This epistemic privilege does not come cheaply. In practice, 
market designers have managed to participate in designing markets 
not by embodying neutral expert knowledge but, instead, by prom-
ising to skew markets in favor of specific actors. In the FCC case, 
these actors were the telecoms; in the TARP case, they were the 
banks. But this required market designers to promote confusion 
about how markets can be skewed in practice, by publicly conflat-
ing markets with The Market, by referring to “market prices” and 
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the transparency of “the market” when compared with supposedly 
opaque bureaucracies in both the FCC and TARP cases, while at 
the same time acknowledging that subtle differences in market 
structures can lead to radically different outcomes.

The practical requirements of suppressing market diversity has 
by now transmogrified into professional wisdom, nicely channeled 
by John McMillan:

In addition to markets, there is also the market, an abstraction 
as in “the market economy” or “the free market” or “the mar-
ket system.” The abstract market arises from the interaction of 
many actual markets.11

The current generation of economists apparently remains untrou-
bled by this strange portrayal of a pristine abstraction as an 
emergent property of “actual markets”; it smacks of an organicist 
transformation of Quantity into Quality. It is probably closer to the 
mark to say that their training has prepared them to waver almost 
effortlessly between the two contradictory positions:  “as econo-
mists find more and more theories that predict how markets actu-
ally behave, they’ve moved beyond the policy realm and into the 
realm of engineering.”12 In other words, there is one image of the 
grand Walrasian general market for political consumption, and a 
different image of a collection of diverse boutique markets operat-
ing with differential effects for the clients of the business of market 
design.

What history can do is reveal that these two dogmas are con-
tradictory; no amount of wishful thinking can dispel the dilemma. 
The market cannot simultaneously be a grand monolithic oracle 
of information and a motley jumble of variously wonky informa-
tion prosthetics. Not only do the imaginary agents in contempo-
rary models display deficiencies of epistemic capacity, but also the 
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modern economic orthodoxy has taken to degrading the knowl-
edge of the real public, as revealed in our narratives of the spectrum 
and TARP auctions. The business models that create the space for 
economists’ participation in the modern transformation of market 
structures dictate that they promote confusion about how markets 
can be effectively skewed in favor of some players and against the 
interests of others; consequently, their public proclamations have 
made real people stupider about actual markets.

As Maureen Tkacik put it in commenting upon the present cri-
sis, the general public responded to events by wanting to feel less 
stupid; but was then shocked by how stupid those in positions of 
authority had appeared to have been.13 Perhaps some of this impres-
sion is due to the public role played by the economics profession. 
Hence, the public role played by market design economists is the 
second way agents were made ignorant: for economists to partici-
pate as market designers, they would have to promote confusion 
about the very nature and identity of markets.

Bearing that in mind, recall that one of the central command-
ments of neoliberalism was that The Market  alone can arrive at 
Truth. But how does the manipulability of markets affect the belief 
that markets arrive at Truth for all— the dream of a well- function-
ing knowledge economy? If markets are truly diverse, and they can 
be made to order, then why should anyone expect a priori that they 
would reliably reveal the Truth?



243

NOTES

Chapter 1

 1. For the background of Knight’s quest, see Emmett 1998, one of the truly 
great papers in the annals of the history of economic thought.

 2. Knight 1940, p. 4.
 3. As we write this, another example of dissention has roiled the blogs: Romer 

2015.
 4. See, however, Rizvi 1994, 1998.
 5. See Gul and Pesendorfer 2008.
 6. Gentzkow and Shapiro 2008, p.  140, based on the work of Milgrom and 

Roberts 1986.
 7. Rodrik 2014, p. 189.
 8. The important role of the Mont Pèlerin Society as the early incubator of 

neoliberalism in our narrative is discussed in  chapter 4 and in Mirowski and 
Plehwe 2009.

 9. Robert Barro, in www.economist.com/ blogs/ freexchange/ lucas_ roundtable.
 10. Hence we strenuously disagree with the historian Samuli Leppälä, when he 

writes (2015, p. 276), “justified true belief still provides a good working defini-
tion of knowledge for economists.” Most of the protagonists in our narrative 
would have little idea of what that notion would even imply for their models. 
An interesting sidelight to this issue is the movement within philosophy to dis-
pense with the standard Philosophy 101 definition of “justified true belief ” in 
favor of treating “knowledge” as an explanatory primitive concept. On this, see 
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McGlynn 2014. It has occurred to us that this parallels the historical reification 
of the information concept, described herein.

 11. Foucault 2011, February 1984, first hour. See also Folkers 2016.
 12. “Tales of Ratiocination,” this section’s title, is what Edgar Allen Poe called 

what later were praised as the earliest “detective stories.”
 13. Horning 2012.
 14. Michael Chabon, at:  http:// www.nybooks.com/ articles/ archives/ 2013/ 

nov/ 07/ thomas- pynchon- crying- september- 11/ .
 15. Amazingly, Horning does not mention the modern master and parodist of 

such novels, Thomas Pynchon.
 16. Horning 2012.
 17. Not unexpectedly, the same dynamic also shows up in modern healthcare. 

Joseph Dumit (2012, p.  1) defines the modern conception of health as 
“always being at risk— and never knowing enough about what you should 
be doing.”

 18. See, for detail, Mirowski 2011, chap. 2.
 19. http:// kingsreview.co.uk/ magazine/ theblog/ 2015/ 04/ 08/ neoliberalism- 

1979- 2008/ . The *reference then leads to a clarion call to reorganize the 
social sciences: “So social scientists should devote a small palace guard to 
settled subjects and redeploy most of their forces to new fields like social 
neuroscience, behavioral economics, evolutionary psychology and social 
epigenetics, most of which, not coincidentally, lie at the intersection of the 
natural and social sciences. Behavioral economics, for example, has used 
psychology to radically reshape classical economics.” See http:// www.
nytimes.com/ 2013/ 07/ 21/ opinion/ sunday/ lets- shake- up- the- social- 
sciences.html?_ r=2.

 See also “After the Crash, Can Biologists Fix Economics?” New Scientist, 
July 22, 2015, pp. 38– 41.

 20. The ways in which the Bourbakist school of mathematical abstraction influ-
enced mid- century neoclassical microeconomics is described in Mirowski 
and Weintraub 1994.

 21. Veblen 1930, p. 73
 22. See, for instance, Erickson 2010.
 23. Boulding 1966, p. 1.
 24. See Klaes and Sent 2005.
 25. See, especially, Purcell 1973; Heyck 2012.
 26. See Pareto 1981, p. 41.
 27. These factors were first explored in detail in Mirowski 2002. Because that 

book stresses the military influences, we do not supply further independent 
documentation of that aspect of the narrative in this volume.

 28. Heyck 2012, p. 100; emphasis added.
 29. Erickson et al. 2013, pp. 32, 157.
 30. See Hands 2015; Davis 2006, 2008.

http://www.nybooks.com/articles/archives/2013/nov/07/thomas-pynchon-crying-september-11/.
http://www.nybooks.com/articles/archives/2013/nov/07/thomas-pynchon-crying-september-11/.
http://kingsreview.co.uk/magazine/theblog/2015/04/08/neoliberalism-1979-2008/
http://kingsreview.co.uk/magazine/theblog/2015/04/08/neoliberalism-1979-2008/
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http://www.nytimes.com/2013/07/21/opinion/sunday/lets-shake-up-the-social-sciences.html?_r=2.
http://www.nytimes.com/2013/07/21/opinion/sunday/lets-shake-up-the-social-sciences.html?_r=2.
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Chapter 2

 1. Eric Beinhocker, INET, Oxford University, blurb for Hidalgo 2015.
 2. See the authors in Davies and Gregersen 2011 for instance, or Lloyd 2006.
 3. See Gleick 2011; Agar 2012, chap. 16; and Kline 2015.
 4. William Shakespeare, Henry VI, Part Three, Act III, Scene ii, lines 191– 193.
 5. Dang et  al. 2012. This is doubly ironic, given that Gorton was partially 

responsible for the promulgation of the financial instruments that blew up 
AIG in the financial crisis. See Mirowski 2013, pp. 209– 210.

 6. See Hollinger 1997, pp. 345– 346; emphasis added.
 7. This trend was first described in the underappreciated work of Esther- Mirjam 

Sent (1998).
 8. This problem of reflexivity began to surface in the 1950s, in a number of 

social sciences, about the possibility of “self- fulfilling prophecies.” On this, 
see Hands 1990. Interestingly, Norbert Wiener refused to comment on this 
literature when asked (Kline 2015, p. 135).

 9. This ignores a rather sad reverse phenomenon, that once some novel intel-
lectual trend becomes apparent in modern economics, someone somewhere 
attempts to read its content back into the classical economists, usually Adam 
Smith, seeking to insist that economists really knew about it all along. For 
an example explicitly attempting this retrospective whitewash with regard to 
“information,” see Prendergast 2007.

 10. See https:// afinetheorem.wordpress.com/ 2015/ 03/ 06/ the- contributions- 
of- the- economics- of- information- to- twentieth- century- economics- j- 
stiglitz- 2000/ .

 11. The Arrow quote is taken from Colander et al. 2004, p. 292.
 12. See Daniel Klein 2005, p. 105. The next sentence reads: “In my old- fashioned 

positivism, concepts have meaning only in the context of a model (which 
may be very general), and I can’t think of one which will accommodate this 
distinction.”

 13. Hidalgo 2015, p. 79.
 14. Boulding 1968, p. 142. Of course, other economists insisted upon similar dis-

tinctions; one such theorist, George Shackle, was also banished from ortho-
doxy (Basili and Zappia 2009).

 15. We would point here to Babe 1994; Machlup and Mansfield 1983; Lamberton 
1998; Levine and Lippman 1995. Things have not much improved in the 
interim, judging by Leppälä 2015.

 16. Levine and Lippman 1995, p. xii.
 17. Schiller 1988, p. 32.
 18. Stiglitz 1985, p. 22.
 19. See, for instance, Shapiro and Varian 1999; Varian 2002; Kreps 1997.
 20. Twenty- five years on, David Kreps’s (1990, p.  578n) warning is still good 

advice: “The terms of information economics, such as moral hazard, adverse 
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selection, hidden action, hidden information, signaling, screening and so on 
are used somewhat differently by different authors, so you must keep your eyes 
open when you see any of these terms in a book or an article… . As a consumer 
of the literature, you should pay less attention to these labels and more to the 
‘rules of the game’— who knows what when, who does what when.” The only 
codicil one might add is to replace “consumer of the literature” with “epistemi-
cally challenged member of the economics community,” which better captures 
the repressed paradox.

Chapter 3

 1. See Gleick 2010.
 2. But consult Mirowski 2002; Gleick 2011; Aspray 1985; Kline 2015; and the 

useful website http:// monoskop.org/ Information_ theory.
 3. See Mirowski 2002, pp. 68– 76, for the cryptography; and Gleick 2011, chap. 6, 

for the broad story of Shannon’s notions. The key paper was Shannon 1948.
 4. Here are some historians who have made this observation: Mirowski 2002, 

pp.  72– 76; Heims 1991; Kay 2000; Machlup and Mansfield 1983; Kline 
2004; Levy 2011. For the student interested in an overview of the main his-
tories of the shape- shifting character of information from Shannon onwards, 
see the very perceptive paper by Geoghegan 2008 and the website http:// 
monoskop.org/ Information_ theory.

 5. See von Foerster 1952, p. 22; Geoghegan 2008; Shannon 1956.
 6. See Kay 2000 and Levy 2011.
 7. In Machlup and Mansfield 1983, p. 52.
 8. Quastler 1955, p. 2.
 9. For the Machlup quotes, see Machlup and Mansfield 1983, pp. 653, 649. For 

the history of conflation, see Kauppinen 2013.
 10. See Solovey 2013, chap. 2; Thomas 2015; and Heyck 2012.
 11. Both are covered in detail in Mirowski 2002.

Chapter 4

 1. For more on the curious case of the ersatz Nobel Prize in Economics, see 
Mirowski 2015.

 2. For some histories of the MPS, see Hartwell 1995; Mirowski and Plehwe 
2009; Burgin 2012; Mirowski 2013.

 3. The following is based on Mirowski and Plehwe 2009; Mirowski 2013; Mirowski 
2002, pp. 232– 241. Since 1980, the MPS has become less functionally central to 
neoliberal organization, which is why we do not extend table 4.1 beyond 1995. 
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If we also include a few other key MPS members who did not receive Nobels, 
but played a large role in the early economics of information, such as Fritz 
Machlup and Henry Manne, then the MPS connection becomes even stronger.

 4. There is a wonderful glimpse from the archives of the Samuelson Papers at Duke 
University that makes this point. In the early 2000s, the journalist David Warsh 
was writing a popular book claiming a recent grand transformation of econom-
ics into a theory of information, with Paul Romer as hero, later published as 
Knowledge and the Wealth of Nations (2006). Samuelson had read a draft, and 
challenged Warsh’s timeline:  “There was a long history of interest in the eco-
nomics of knowledge. Theorists like Fellner, Weizsacker, Kennedy, Arrow… . 
Substantial book written and edited by Fritz Machlup. (Have a look at that 
one.) What Romer did was to invent a neat do- it- yourself Tinkertoy” (Paul 
Samuelson to David Warsh, July 30, 2002, Samuelson Papers, Duke University, 
Box 76, folder: Warsh).

 5. See Burgin 2012; Mirowski and Plehwe 2009; Van Horn et al. 2011; Mirowski 
2013; Jones 2012.

 6. This is discussed in greater detail in Caldwell 2004; Mirowski 2002, 2007, 
2011. Hayek (1982) himself admits the dependence upon brain metaphors.

 7. See Foucault 2008, p. 226.
 8. Hayek 1960, p. 81.
 9. See Plant 2010, p. 67.
 10. Hayek 1967, p. 172.
 11. Benjamin Constant, cited in Röpke, 1949, p. 28.
 12. Posner, quoted in Harcourt 2011, p. 147.
 13. Ibid., p. 149.
 14. This problem is nicely captured in a post on the website Social Democracy 

for the 21st Century: “(1) Austrians are deeply divided on the significance 
and even truth of Hayek’s “knowledge problem”; (2)  the Austrians cannot 
get their story straight on what it is that makes rational economic calculation 
in a planned economy impossible” (March 22, 2013, at http:// socialdemoc-
racy21stcentury.blogspot.com/ .

Chapter 5

 1. For background, see Lavoie 1985; Hayek 1948; Caldwell 2004.
 2. See Van Horn and Mirowski 2009; Nik- Khah and Van Horn 2015.
 3. The prehistory of neoliberalism growing out of Weberian sociology has been 

the subject of recent intensive research by Nick Gane. See https:// estudios-
delaeconomia.wordpress.com/ 2014/ 09/ 14/ is- neoliberalism- weberian- 
an- interview- with- nicholas- gane/ . The Weberian notion of ideal types also 
materialized in “type theory,” described in  chapter 8.
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 4. Hayek 1948, pp. 77– 78.
 5. See Simon 1968/ 1981, p. 41.
 6. Samuelson 2009, p. 2.
 7. Solow 2012.
 8. Boettke and O’Donnell 2013, p. 306.
 9. Some modern orthodox economists (Myerson 2009; Stiglitz 2000; Reiter 

2009) have admitted this but, we think, without appreciating its full significance.

Chapter 6

 1. Pride of place goes to Oguz 2010; other useful sources are Kahlil 2002; 
Lavoie 1985; Boettke and O’Donnell 2013.

 2. Hayek 1988, p. 88.
 3. It may not be amiss to point out that this structural similarity to Shannon’s 

use of entropy was one reason the Hayekian “first movement” proved so 
popular well outside the professional precincts of economics, as in artificial 
intelligence.

 4. Hayek 1952/ 1976, p. v.
 5. Ibid., p. 24.
 6. On the structure of associationist psychology, see Daston 1978; 

Mandelbaum 2015.
 7. It has not been clear to subsequent commentators just how different, and 

even opposed, were Polanyi’s and Hayek’s philosophies of knowledge. This 
has been occluded by assertions that they both believed in similar notions 
of “tacit knowledge.” On this, see Mirowski 1998; Oguz 2010; Bateira, in 
Dolfsma and Soete 2006; Butos 2010. Nevertheless, the Hayekian ver-
sion of unconscious rationality was popularized for non- economists in 
Gladwell 2005.

 8. See Boettke and O’Donnell 2013, p. 314: “Radical ignorance is a significant 
element of Hayek’s thought.” But Hayek originally thought of it as a refuta-
tion of the sociology of knowledge: “the whole aim of the discipline known 
under the name of the ‘sociology of knowledge’ which aims at explaining why 
people as a result of particular material circumstances hold particular views 
at particular moments, is fundamentally misconceived” (Hayek 1952/ 1976, 
p. 192).

 9. Hayek 1978, p. 46. Hayek’s main biographer, Bruce Caldwell, seems to mis-
understand the significance of this alteration in the approach to knowledge 
and consciousness in the later Hayek. He suggests “Hayek never directly 
linked his economics and his theory of the mind” (2004, p. 277); but that 
impression derives from Caldwell asserting Hayek’s first movement per-
sisted throughout his career.
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 10. Hayek 1978, pp. 179, 182, 183; emphasis added.
 11. Rumsfeld was himself a member in good standing of the neoliberal thought 

collective, an avowed acolyte of Milton Friedman. For the quote, see 
Rumsfeld 2010. It has been reported that Donald Rumsfeld, in a speech at 
Milton Friedman’s 90th birthday party in 2002, which was held by the Bush 
White House to honor Friedman’s legacy, said, “Milton [Friedman] is the 
embodiment of the truth that ideas have consequences.”

 12. Hayek 1988, p.  88. In particular, he denounced any idea that information 
should be freely available: “To conceal and to use superior information for 
individual or private gain is still regarded as somehow improper— or at least 
unneighborly” (p. 101).

 13. Hayek 1978, p. 183.
 14. See, for instance, Diamond 2012.
 15. Cowan et al., 2000 propose a similar taxonomy— articulated, unarticulated, 

and inarticulable knowledge— without citing Hayek, only to reject the third 
category as “not very interesting for the social sciences” (p. 230). This book 
shows just how misguided their judgment was.

Chapter 7

 1. Some internalist memoirs include Christ 1994; Hildreth 1986; Klein 1991. 
There is a tendency in those texts to stress the early achievements of Cowles 
in econometrics, which turned out to be perhaps the least important aspect 
of its history. If we had to summarize its achievements in order of impor-
tance, they would be:  (1)  introduction of the models of information into 
American orthodoxy; (2) genesis and promotion of Walrasian general equi-
librium as neoclassical American orthodoxy; (3)  innovation of the (anti- 
Keynesian) rational expectations approach to macroeconomics and money; 
and (4)  development of full- information maximum likelihood statistical 
techniques for estimation of sets of simultaneous equations.

 2. See Warsh 1993, p. 64.
 3. For details, see Mirowski 2002, pp. 216– 220.
 4. Leonid Hurwicz to Ruth Schechter, September 12, 1940, Leonid 

Hurwicz Papers, Perkins Library, Duke University Archives, Box 23, 
File: Correspondence 1940.

 5. Jacob Marschak Papers, UCLA Young Library, Box 91, Folder H.
 6. Jacob Marschak to Chancellor Lawrence Kimpton, May 25, 1951, Jacob 

Marschak Papers, UCLA Young Library, Box 92.
 7. Koopmans 1951, p. 3.
 8. Arrow 2009, p. 7.
 9. See Heyck 2012, 2015; Bessner and Guilhot 2016; Thomas 2015.
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 10. For documentation of this assertion, see Mirowski 2002, chaps. 4 and 5; 
Augier and March 2011, esp. pp. 68– 89.

 11. There have been a number of insightful histories commenting upon econo-
mists’ encounters with psychologists, but for reasons of concision we shall 
have to make do here with a couple of bald generalizations, based on Giocoli 
2003, to get our story rolling. This was first broached in  chapter 1.

 12. For a detailed summary, see Mirowski 2002, pp. 370– 389. Even there, many 
important Cowles initiatives are left unexplored.

 13. Arrow 1962, p. 614.
 14. Koopmans 1957, p. 53.
 15. Comments in Thursday afternoon session, Conference on Expectations, 

Uncertainty and Business Behavior, Pittsburgh, October 27– 29, 1955, Box 5 
folder 81, Tjalling Koopmans Papers, Sterling Library, Yale University. Note 
that even though Koopmans was close to von Neumann in this era, he did not 
entertain the notion that game theory was a better formalism for addressing these 
questions.

 16. See McGuire and Radner 1986, p. viii.
 17. See Mirowski 2012,
 18. Marschak 1974, vol.1, p. 93.
 19. But certainly not “the first to develop a systematic theory of the economic 

value of information,” as asserted in his biography in the New Palgrave by Roy 
Radner (see Mirowski 2002, pp. 372– 375).

 20. Jacob Marschak to John McCarthy, November 27, 1957, Jacob Marschak 
Papers, UCLA Young Library, Box 94, Folder: M.

 21. Jacob Marschak to Howard Raiffa, July 7, 1966, Jacob Marschak Papers, 
UCLA Young Library, Box 111, Folder: R.

 22. Jacob Marschak, “Elements for a Theory of Teams,” October 1954, Jacob 
Marschak Papers, UCLA Young Library, Box 90. Another motivation for 
team theory was to produce models of command and control for the mili-
tary, something Marschak acknowledged in print (see Marschak 1974, vol. 2, 
pp. 64– 66.

 23. Leonid Hurwicz, “Economic Decision- making Processes … ,” [no date, 
possibly  1951], Jacob Marschak Papers, UCLA Young Library, Box 91, 
File: Hurwicz.

 24. A  case can be made that Hurwicz and his followers initially ignored the 
twists and turns of Hayekian epistemology covered in  chapter 6, only to have 
the dumbing down of the agent come back to bite the next generation of neo-
classical orthodoxy.

 25. “I was writing a more or less expository paper on dealing with activity 
analysis… . [W] hen I used the word, ‘decentralization’ I thought I should 
explain what it meant… . But then it struck me that I did not in fact know 
what we meant by decentralization. That was the beginning of many years 
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of work trying to clarify the concept” (Hurwicz, quoted in Feiwel 1987, 
pp. 271– 272).

 26. See Hurwicz 1969, p. 517.
 27. Reiter 1977, p. 230.
 28. See Simon 1991 and also Sent 2001.
 29. “Inquiry on Cowles Commission,” Memo from Herbert Simon to Clifford 

Hildreth, August 2, 1982, Clifford Hildreth Papers, Perkins Library, Duke 
University Archives, Folder: Correspondence.

 30. See Sent 2004 on this issue.
 31. Simon 1991, p. 163.
 32. Simon 1978, p. 500.
 33. For the story of Kramer and Lewis, see Mirowski 2002, pp. 422– 432.
 34. For the explicit repudiation of the Shannon concept, see Arrow, in McGuire 

and Radner 1986. For the admission that his models had little to do with cog-
nitive information processing, see Arrow 1984, p. 200. “There is no general 
way of defining units of information” (Arrow 1996, p. 120). For Arrow’s role 
in suppressing the work of Alain Lewis, see Mirowski 2002, pp. 427– 436.

 35. Kenneth Arrow, in Colander et al. 2004, pp. 293, 298.
 36. Radner 1968, p. 35.
 37. The exception is Lee 2015, to which we owe our appreciation of his 

importance.
 38. They were primarily known as the authors of a widely used microeconomics 

textbook of the 1970s: Quirk and Saposnik 1968.
 39. Ames 1981, p. 358.
 40. Smith 2008a, p. 230.
 41. Reiter 1977, p. 227.
 42. Reiter and Mount 1974, 2002.
 43. Smith 1991, p. 162. Reiter had moved to Northwestern in 1967.
 44. Reiter et al., 1989. See also Lee 2015.
 45. See Reiter 2001, p. 271.
 46. Reiter and Maroulis 2008, pp. 1399– 1400.
 47. See Kline 2015, p. 101.
 48. See Arrow et al. 1949.
 49. See Blackwell 1953; Blackwell and Girshick 1954. The RAND inspiration 

for the approach was admitted by Blackwell in (DeGroot 1986, p. 47): “My 
work on the comparison of experiments was stimulated by some work by 
Bohnenblust, Sherman and Shapley.”

 50. See Fourcade and Khurana 2013.
 51. Eran Shmaya, “David Blackwell,” at https:// theoryclass.wordpress.com/ 

2010/ 07/ 18/ david- blackwell/ . The shape of the Blackwell legacy is described 
in  chapter 8 this volume.

 52. See, for instance, Samuelson 2004.
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Chapter 8

 1. Richard Langlois, quoted in Machlup and Mansfield 1983, p. 586.
 2. Dorfman 1960, p. 585. The notion that those devious relativists who thrive in 

science studies are the only cadre who are susceptible to the perils of reflexiv-
ity is one of the sillier arguments made by modern philosophers.

 3. Quoted in presentation by Judy Klein, “The Militarized Zone between 
Theory and Practice in Economics,” at www.cigionline.org/ sites/ default/ 
files/ shared/ Plenary%20Session%202- Judy%20Klein_ 0.pdf.

 4. Gary Becker, “Age of Human Capital,” at http:// down.cenet.org.cn/ upfile/ 
44/ 200541910475132.pdf.

 5. Akerlof 2002, pp. 411, 413.
 6. See Romer 1990; Warsh 2006.
 7. See, for instance, Boyle 2000; Jaffe and Lerner 2004.
 8. See Gigerenzer and Murray 1987.
 9. “History has witnessed the attempt to make probability theory coherent with 

what was believed to be rational thought, and it has seen efforts to reduce 
rational thought to probability theory. For instance, what was believed to be 
rational judicial and economic thought actually determined the way in which 
probability theory developed mathematically” (Gigerenzer and Murray 
1987, p. 137).

 10. The historical background to this development is covered in Mirowski 2002, 
pp. 380– 386. A nice introductory analytical treatment from the standpoint 
of epistemic logic is Fagin et al. 1995.

 11. In this latter case, we observe one of the few instances where professional phi-
losophers played a significant role in the development of a notion of knowl-
edge that later became important in economics. The reason this happened 
was that many of the philosophers in question were also active at RAND in 
their other capacity as operations researchers. The story begins with Rudolf 
Carnap (1947) and reaches a high level of development with Saul Kripke 
(1963).

 12. See Mirowski 2002, pp. 380– 385.
 13. See Fagin et al. 1995.
 14. Diamond and Rothschild 1978.
 15. Some examples of this literature include Akerlof 1970; Rothschild and 

Stiglitz 1976; Spence and Zeckhauser 1971 (all reprinted in Diamond and 
Rothschild 1978). There also was a fair bit of confusion with the modeling 
strategy of information as thing or commodity in this era.

 16. Fagin et al. 1995, p. 32.
 17. Michael Rothschild, “Models of Market Organization with Imperfect 

Information” (1973, in Diamond and Rothschild 1978, p. 479).

 

http://www.cigionline.org/sites/default/files/shared/Plenary%20Session%202-Judy%20Klein_0.pdf
http://www.cigionline.org/sites/default/files/shared/Plenary%20Session%202-Judy%20Klein_0.pdf
http://down.cenet.org.cn/upfile/44/200541910475132.pdf.
http://down.cenet.org.cn/upfile/44/200541910475132.pdf.
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 18. Ibid., p. 461: “Models of what is usually called disequilibrium behavior do 
not make sense and cannot serve as reliable guides to further theorizing or 
policy unless they are consistent and coherent.” Here we observe what is usu-
ally considered the “Lucas critique” was well established in orthodox micro-
economics at that time.

 19. This magic trick has been discussed in detail by Davis 2011.
 20. There is a suppressed genealogy of this construct rooted in the Weberian 

sociology of “ideal types.” Game theorists seem not all that interested in 
social science motivations for this mathematical trick.

 21. Dekel and Siniscalchi 2014, p. 4. Would that applied game theorists were so 
circumspect.

 22. Myerson 2004, p. 1823.
 23. See Taylor 1998; Mirowski 2002, pp. 82– 85.
 24. See, for instance, http:// www2.econ.iastate.edu/ tesfatsi/ ace.htm.
 25. Matthew Rabin, quoted in Colander et al. 2004, p. 141.
 26. On this, see Mirowski 1989.
 27. See, in particular, Mirowski 2002, pp. 422– 436.
 28. Smith 2008a, pp. 194– 196.
 29. Smith 2001, p. 428.
 30. See Mirowski 2002, pp.  551– 560 for various attempts to draw out the 

implications.
 31. See Sunder 2004.

Chapter 9

 1. “The comparative merits of alternative systems are typically being debated 
under such labels as centralization against decentralization, social control 
or planning against free markets, or in similar terms. This dichotomy was 
present in the famous Mises- Hayek- Lange- Lerner controversy concern-
ing the feasibility of socialism… . A survey of the literature will show that 
issues concerning the proper internal structure of businesses and other large 
organizations involves [sic] similar dichotomies” (Hurwicz 1971, p. 80). For 
a recollection of this work, see Reiter 2009.

 2. He associates what he calls “high modern social science” with “An abiding 
interest in the means by which systems store, process, and communicate 
information about themselves and their environments, often expressed 
through the formal analysis of information” (Heyck 2015, p. 11).

 3. “Problems of economic policy may be grouped in two broad classes which 
may be loosely described as those involving choice of the value of a “param-
eter” within a given system of economic institutions and those involving choice 
among institutions… . Examples of the second type include the design of “new” 

 

http://www2.econ.iastate.edu/tesfatsi/ace.htm
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economic systems, such as were embodied in the Yugoslav economic reform of 
1968” (Mount and Reiter 1974, p. 161).

 4. See, for example, Milgrom 2004.
 5. The questions are taken from a National Academies report drafted for the 

express purpose of setting research priorities (Reiter et  al. 1989, pp.  284, 
285), first described in  chapter 7 this volume.

 6. Reiter et al. 1989, pp. 286, 304– 305.
 7. We will review the winner’s curse and discuss its significance for the develop-

ment of market design in  chapter 12 this volume.
 8. For the moment, we must be deliberately vague about the goals economists 

believed were appropriate to pursue; suffice it to say that during this crucial 
transformative period they had begun to acknowledge that the traditional crite-
rion of Pareto optimality was inadequate to the task, for reasons we will begin to 
elaborate upon in the final section of this chapter.

 9. See Lee 2015.
 10. The profound changes to real- world markets that had taken place during the 

1970s and 1980s forms one of the subjects of the next chapter.
 11. Although we tend to forget it now, pioneers in this effort often wore their 

neoliberal commitments on their sleeve. For example, Charles Plott cred-
ited his work in design to Buchanan’s “constitutional political economy” (see 
Lee 2015).

 12. Giocoli 2009, p. 204.
 13. Giocoli 2003, p. 405.
 14. See the textbook histories presented in Angner 2012; Cartwright 2011; 

Wilkinson and Klaes 2012.
 15. For this reason, we find Catherine Herfeld’s (2013) attempt to illuminate 

changes in the economics orthodoxy by examining the career of Jacob 
Marschak to be unpromising. While Marschak did grapple with information, 
he did not address markets. We would argue that this is the primary reason 
his project hit a dead end.

 16. It should therefore be unsurprising that Hurwicz’s career received little 
sustained attention at the hands of historians. Weintraub 1991 gives him 
the most attention; Ingrao and Israel 1990 barely mention him; Niehans 
1990 devotes a mere footnote; and Blaug 1996 omits him entirely. Previous 
attempts to reevaluate Hurwicz’s significance include Mirowski 2002; Lee 
2006; and Nik- Khah 2005.

 17. Maskin was 57 at the time of the prize; Myerson was 56. Only Kenneth 
Arrow (51), Robert Merton (53), Paul Samuelson (55), and Paul Krugman 
(55) were younger at the time of their reception of the prize (William Sharpe, 
Myron Scholes, and James Heckman were all 56). See www.nobelprize.org/ 
nobel_ prizes/ lists/ age.html.

http://www.nobelprize.org/nobel_prizes/lists/age.html
http://www.nobelprize.org/nobel_prizes/lists/age.html
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 18. One former Minnesota PhD student took exception to the attempt to write 
Hurwicz’s earlier work out of the history, but attributed it to previous econo-
mists’ unfortunate lack of facility with mathematics: “[In] Mr. Hurwicz’s first 
seminal contribution ‘Optimality and Informational Efficiency in Resource 
Allocation Process’ (1960) … the search for an allocationally and informa-
tionally efficient, plus incentive- compatible mechanism started. Because 
of its mathematical rigor and difficulty, very few economists follow[ed] the 
study, and it took almost five decades for the Nobel Prize committee to rec-
ognize the importance of the study and Mr. Hurwicz’s contribution” (Liang- 
Shing Fan, Letter to editor, Wall Street Journal, October 27, 1987). As will 
become clear, we disagree that lack of mathematical facility was the reason 
for Hurwicz’s late recognition.

 19. David Warsh, “The Road to a System that Works (Without Shooting People),” 
Economic Principles. At www.economicprincipals.com/ issues/ 2007.10.21/ 
69.html.

 20. Myerson 2009, p. 60.
 21. As of this writing (August 11, 2015), there is still no dedicated entry for 

Hurwicz in the Palgrave.
 22. In his first published paper on mechanism design, Hurwicz introduced one 

such mechanism, the “greed process”: “Its origin was an old Polish Jewish 
anecdote about a young man who went to buy a suit. But he had never 
bought anything before. So his father told him, ‘Whatever they ask, always 
offer half.’ So when he was asked, let us say 100 zloty, he said 50 zloty. When 
the tailor went down to 80 zloty and he retorted 40 zloty. At the end the tai-
lor is really disgusted, wants to get rid of him, and tells him he can have the 
suit free. The young man then retorts, ‘Can I have two pairs of pants?’ The 
‘greed process’ is somewhat similar in spirit” (Hurwicz, quoted in Feiwel 
1987, p. 271).

 23. Hurwicz long remained an enthusiast of cybernetics. See Kline 2015, 
p. 306n36; Gerovitch 2009. On Hurwicz and cybernetics, see also Mirowski 
2002; Lee 2006.

 24. “Both [mechanism design theory and control theory] are normative in spirit. 
That is, they do not accept the status quo, but look for modes of intervention 
that would bring the system as close to optimality as possible. Thus the mode 
of intervention is the unknown of the problem. But while rejecting a purely 
passive attitude toward the working of the system, they also try to avoid 
the danger of Utopianism by taking into account the constraints to which 
intervention and its effects are subject… . What does seem important is our 
ability to manufacture such synthetic systems from purely mathematical 
considerations, rather than having to rely on precedents of observed econo-
mies” (Hurwicz 1979, pp. 123– 140).

http://www.economicprincipals.com/issues/2007.10.21/69.html
http://www.economicprincipals.com/issues/2007.10.21/69.html
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 25. Feiwel 1987, p. 273.
 26. In that paper, Hurwicz had insisted that because it was equally an issue for all 

relevant economic systems that it was not worthy of sustained attention, and 
therefore framing incentive compatibility as a political issue involved a bit of 
a post- hoc revision.

 27. However, see Hurwicz and Thomson 1991.
 28. Hurwicz 1972/ 1986, p. 301.
 29. Mount and Reiter 2002, p. 12.
 30. In his 2007 Prize Lecture (2007), which totaled ten pages, Hurwicz devotes 

only two paragraphs to discussing his pre- 1972 work on mechanism design.
 31. Hurwicz 1991, p. 83. In a personal and family history written by Hurwicz, 

dated March 28, 1999, he provides his dates in Geneva as 1939– 40 (Leonid 
Hurwicz Papers, Perkins Library, Duke University).

 32. Hurwicz 1955, p. 3.
 33. Clearly, the most celebrated case was the U.S. FCC spectrum auctions, 

beginning in 1994, but this case requires careful consideration of the com-
plex issues raised by it, so we will revisit it in  chapter 15.

 34. Grether et al. 1989. A much- condensed version of the report was published 
years earlier in the non- peer- reviewed AER Papers and Proceedings (Grether 
et al. 1981).

 35. Levine was a Law and Economics Fellow at the University of Chicago Law 
School, and later served on the faculty at University of Southern California, 
which was a center of Chicago- style law and economics. Importantly, his 
position carried a joint appointment to Caltech. Plott has recounted the 
immediate circumstance leading to his work with Levine:

Knowing of my interest in designing a “good” decision process, a col-
league, Mike Levine, asked for help on a very practical problem, design-
ing the agenda for a flying club which was preparing to decide on the fleet 
of airplanes that it would operate. Mike was a member of the club and was 
in charge of the agenda that was to be used at the meeting. By explaining 
the many impossibility theorems to Mike, I convinced him that there was 
no uniquely best agenda. Instead, there were many good agenda and each 
could lead to a different outcome. The thing to do was to decide which 
of the “good” agenda would lead to a choice he liked best. I designed an 
agenda using tools and intuition from previous experiments and Mike 
used it in the meeting of the flying club. The result was a success in the 
sense that the group chose the option that Mike wanted.” (Plott, 2001, 
pp. xiv– xv)

 36. See Plott 2005, p. 201; Plott 2014, p. 349; Svorenčík and Maas 2016, p. 99.
 37. See Lee 2015; Plott 2014.



N OT ES

257

 38. “The development of experiments in the early 1970s was driven by curios-
ity about the power of institutions to shape collective choice, much of which 
was stimulated by the work of James Buchanan and Gordon Tullock together 
with the broad issues of pubic choice and political science” (Plott 2014, 
p. 351). Plott himself later joined the MPS.

 39. The Public Choice Society became an important staging ground for this pro-
gram. See Svorenčík and Maas 2016, pp. 49– 52.

 40. See Smith 2008a, pp. 276– 279.
 41. Plott 1979, p. 139.
 42. See McKee 1990. A  faithful adherence to Vickrey’s (1961) logic would 

suggest charging a price equal to the highest losing bid, not the lowest 
winning bid. We discuss Vickrey’s work on auctions in more detail in 
 chapter 12.

 43. For example, they could meet the goal of servicing small communities by pri-
oritizing airlines who agreed to serve routes to them. For an argument that 
even with this larger roster of goals, the Polinomics report failed to address 
some of the most pressing concerns at high traffic airports (e.g., the need 
to limit the noise generated by increased reliance on large jet aircraft). See 
Bailey et al. 1986, pp. 182– 183.

 44. Rassenti et al. 1982; see also Rassenti 1982.
 45. We discuss the nature of this information processing problem in more detail 

in  chapter 13.

Chapter 10

 1. North 1977, p. 710.
 2. Coase 1988, p. 7.
 3. Arrow and Hahn 1971, p. 348.
 4. Rosenbaum 2000.
 5. A symptom of the general oblivion to market structures is the urban myth 

about the early neoclassical theory of Walras being inspired by the Paris 
Bourse. A  good historian such as Walker (2001) makes short work of this 
fairy tale. On Edgeworth, see Mirowski 1994.

 6. See Edwards et al. 2011, p. 1407; Mirowski 2002.
 7. See Krippner 2011; Quinn 2010; Pardo- Guerra and MacKenzie 2014; 

Pardo- Guerra 2010.
 8. Callon, quoted in Barry and Slater 2002, p. 300.
 9. Mirowski and Nik- Khah 2007, 2008.
 10. Boldyrev and Ushakov 2016.
 11. Levine and Lippman 1995, p. xiv.
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 12. Also included under this heading is “Perfect Competition,” “Monopoly,” 
and “Oligopoly.” Some, like Paul Klemperer (2004), have stressed a close 
relationship between studies of auctions and studies of perfect competi-
tion, monopoly, and oligopoly; texts in industrial organization often include 
chapters on the topic. See also Laffont and Tirole 1993. At the University of 
Chicago, market design is understood to be an extension of price theory. See 
http:// home.uchicago.edu/ weyl/ PTMD_ syllabus.pdf.

 13. See www.aeaweb.org/ jel/ guide/ jel.php.
 14. “Market designers typically do not try to design a market all of whose equi-

libria accomplish something, but rather try to design a marketplace with a 
good equilibrium, and then try to achieve that equilibrium” (Vulkan et al. 
2012, p. 3).

 15. Levine and Lippman 1995, p. xxvii.
 16. Börgers 2015. He continues:  “Game theory takes the rules of the game as 

given, and it makes predictions about the behavior of strategic players. The 
theory of mechanism design is about the optimal choice of the rules of the 
game” (p. 2).

 17. Milgrom 2004, p. 21.
 18. See esp. Krishna 2002, pp. 61– 82.
 19. See http:// theoryclass.wordpress.com/ 2014/ 01/ 22/ market- design- class- 

lecture- 1/ . Even “game theory” assumes an unfamiliar sense at the hands of 
Roth, as he now denies the usefulness of distinguishing between cooperative 
and noncooperative game theory (Vulkan et al. 2012, p. 2).

 20. While this does not mean that one can never find a present- day example of 
someone taking inspiration from the Walrasian program (e.g., Mount and 
Reiter 2002), it is less significant for present- day market design than the 
other programs.

Chapter 11

 1. See www.nobelprize.org/ nobel_ prizes/ economics/ laureates/ 2007/ press.
html.

 2. Hurwicz and Reiter 2006, p. 250.
 3. Ibid., p. 26. The fantasy continues in the next sentence after this quote: “Less 

formal communications, such as business letters or memos, can be repre-
sented in the same way, if we abstract from chit- chat.”

 4. This is revealed in the Hurwicz interview in Feiwel 1987, p. 262: “Can one in 
some sense ‘design’ the economic system to have a more universal property 
of stability? … [M] uch of this work goes in the direction of designing a con-
vergent computational system rather than designing a mechanism that could 
be applied in a real economy.”

 

http://home.uchicago.edu/weyl/PTMD_syllabus.pdf
http://www.aeaweb.org/jel/guide/jel.php.
http://theoryclass.wordpress.com/2014/01/22/market-design-class-lecture-1/
http://theoryclass.wordpress.com/2014/01/22/market-design-class-lecture-1/
http://www.nobelprize.org/nobel_prizes/economics/laureates/2007/press.html
http://www.nobelprize.org/nobel_prizes/economics/laureates/2007/press.html
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 5. “Indeed, a very loose interpretation would say that this result goes beyond 
Hayek’s claim: it asserts that, in a specified sense (dimension of the message 
space), you cannot do better than with the perfectly competitive mechanism” 
(Leonid Hurwicz, Letter to Fritz Machlup, March 12, 1982, Leonid Hurwicz 
Papers, Perkins Library Archives, Duke University, Box 20.

 6. Reiter 1977, p. 277.
 7. Ibid., p. 230. In some places, practitioners of Walrasian mechanism design 

were brought to identify the minimization of informational costs as the key 
economic problem of information (Hurwicz 1960; Hurwicz 1969, p.  174; 
Hurwicz 1986, p. 250; Reiter 1977.

 8. Hurwicz 1977; Mount and Reiter 1974.
 9. Strictly speaking, this is a bit too simple of a characterization owing to the 

possibility of “smuggling” a great deal of information into one real number 
(Hurwicz 1969, p. 515). Mount and Reiter dispensed with this problem by 
imposing further smoothness restrictions on the set of admissible messages. 
They introduced a measure of the size of a topological space (whereas com-
modity space is Euclidean) for the purpose of supporting a wider variety of 
messages (Mount and Reiter 1974, pp. 166– 167).

 10. Sometimes, the Walrasian mechanism designers have related communi-
cations issues to the “real economy” by arguing “fewer resources will be 
required to operate the system when the dimension of the message space 
(i.e., the number of message variables) is smaller” (Hurwicz 1986, p. 250), 
a condition owing to an assumed costliness of channel capacity or increased 
difficulty in calculation (Hurwicz 1960; Mount and Reiter 1974).

 11. See Hurwicz and Reiter 2006, pp. 27– 28.
 12. Fritz Machlup, Letter to Leonid Hurwicz, April 5, 1982, Leonid Hurwicz 

Papers, Perkins Library Archives, Duke University, Box 20.
 13. Mount and Reiter 2002.

Chapter 12

 1. Vickrey 1960, pp. 517– 519.
 2. According to Roger Myerson (2004, p. 1818), Vickrey had produced “the one 

great paper with a truly modern treatment of information before Harsanyi.”
 3. Quoted in Dreze 1998.
 4. One example of this shared enthusiasm is Wilson’s contribution to the study 

of “decentralization under uncertainty” (Wilson 1969b). For his contribu-
tions to social choice theory, see Wilson 1969a, 1969c.

 5. On Wilson as a student of Raiffa, see Raiffa 2002.
 6. See Khurana 2010; Augier and March 2011; Nik- Khah 2011; Fourcade and 

Khurana 2013. According to Raiffa, at the time of his recruitment to Harvard 
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from Columbia, “I really didn’t know anything about business and the only 
reason I decided to go to Harvard was because of the Statistics Department. 
They were willing to double my Columbia salary” (Feinberg 2008, p. 142).

 7. McGrayne 2011, p. 146.
 8. See Feinberg 2008.
 9. Raiffa 2002, p. 2; Feinberg 2008, p. 147.

 10. Wilson 1996, p. 297.
 11. Holmstrom et al. 2002, p. 4.
 12. Interestingly, Alvin Roth would also study under Wilson.
 13. Holmstrom et al. 2002.
 14. Rothkopf 1969, p. 362.
 15. Milgrom and Weber 1982 is generally regarded as providing the canonical 

model of the Bayes- Nash approach (Krishna 2002, pp.  83– 102; McMillan 
1994, p. 146). The following model is taken from Milgrom 2004, esp. pp. 45– 
46, 195– 198. Here, we omit the post hoc attempts to render work in this tradi-
tion in language similar to that of the Walrasian School of Design.

 16. Because the sum of prices paid equals zero, the price term drops out of the 
aggregate value function.

 17. Because the auction game is assumed to be symmetric, it is possible to iden-
tify an equilibrium strategy profile by focusing entirely on the strategy of a 
single bidder.

 18. That this is not the only possible equilibrium bidding strategy would certainly 
complicate the task required of even the most sophisticated bidders, dutifully 
committed to playing their roles in the symmetric game, perhaps fatally. In 
what follows, we elect to ignore the well- known difficulties presented by mul-
tiple equilibria to focus on problems specific to the informational setup of the 
Bayes- Nash program.

 19. Here we use the term “steps” so as to avoid confusion with the term “stages,” 
which assumes a specific technical meaning within the game theoretic litera-
ture that does not match ours here.

 20. I.e., t s n N
( )

, ,,n = ∀ = … 1 . This is why all the values in the valuation function are 
equal to s.

 21. In assuming this, the bidder would of course be “wrong” if all bidders did 
in fact immediately drop before he did, but in terms of the effect on his 
received payoff it is of no matter, since he would never acquire the item 
at a price greater than his reservation value. Employing the assumption 
amounts to inferring only that all remaining bidders’ types are at least high 
enough to rationally remain in the auction to this point. Hence, the strat-
egy adopted would be “right” in that it maximizes the bidder’s payoff within 
the context of the symmetric game (meaning that all other participants fol-
low the same strategy, and act on information released within the auction 
in the same way).
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 22. A  fundamental assumption enabling this value emendation is “affiliation” 
(roughly, that bidder “types” are related in such a way that a higher- valued 
type observed in another bidder makes it more likely that one’s own valua-
tion is higher valued).

 23. See Capen et al. 1971. Rothkopf 2000 is especially clear on this early work. 
Robert Aumann reports: “Wilson has consulted for oil companies bidding on 
off- shore oil tracts worth upwards of 100 million dollars each” (Van Damme, 
1998, p. 183).

 24. Ashenfelter 1989.
 25. Mikoucheva and Sonin 2004, p.  278. See also Maskin 1992; Jehiel and 

Moldovanu 2001; Jackson 1999, 2009.
 26. Paul Milgrom interview, in Bowmaker 2012, p. 338.

Chapter 13

 1. Plott 1994, p. 3.
 2. Smith 2008a, p. 289.
 3. Smith 2006, p. xi.
 4. One of us has discussed this development in a different context as a shift of 

economics into the realm of the “cyborg sciences” (see Mirowski 2002).
 5. During the period it was the epicenter of studies in experimental economics, 

George Mason University established a graduate certification in economic 
system design; today, Chapman University (home to Vernon Smith) offers 
an MS in economic system design.

 6. The following is adopted from De Vries and Vohra 2003.
 7. Mechanism design has matured over the past 20 years by focusing on incen-

tive compatibility and political viability. The analysis has usually been carried 
out under the working assumption that infinite computing capacity is always 
available. Any computation required of the individuals or of the system can be 
instantaneously and correctly completed. Of course, any expert in organiza-
tional computing knows this is clearly wrong. (Ledyard 1993, p. 122)

Ledyard devoted the rest of his article to suggesting how to bring together 
research in organizational computing and the economics of market design.

 8. Smith 2006, p. xi.
 9. Porter et al. 2003, p. 11154.

 10. Bykowsky et al. 2000, p. 218; Porter et al. 2003, pp. 11154– 11155.
 11. The technological argot has increasingly encouraged participants to describe 

their markets in terms usually reserved for machines. The drive to patent 
markets is inducing game theorists to also begin to talk like this. We discuss 
the efforts of game theorists to patent their auctions below. This techno-
logical language also permeates the “performativity” theorists in the social 
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studies of science (MacKenzie et al. 2007). This is yet another way sociolo-
gists of science follow the moves of economists, rather than offer alternative 
understandings of their work.

 12. Banks et al. 1989, pp. 2– 3; Ledyard et al. 1997, p. 656.
 13. Plott 2001, p. xvi.
 14. Roth 2015, esp. pp. 134– 144.
 15. Smith 2008b, pp. 121– 122.
 16. Plott 1994, p. 4.
 17. McCabe et al. 1999, p. 810.
 18. Roth 2002a, p. 1372.
 19. See Mirowski 2007, p. 219.

Chapter 14

 1. In his latest book, Alvin Roth provides another such acknowledgment:

In  chapter 1, I made the analogy between a free market with effective rules 
and a wheel that can rotate freely because it has an axle and well- oiled bear-
ings. I  could have been paraphrasing the iconic free- market economist 
Friedrich Hayek… . He understood that markets need effective rules to 
work freely… . Hayek also understood that there is a place for economists 
to help in understanding how to design markets (Roth 2015, p. 226).

 2. Maskin 2015, p. 251.
 3. For initial responses to the award, see Peter Boettke, “A Market Nobel,” 

Wall Street Journal, October 16, 2007, at www.wsj.com/ articles/ 
SB119249811353060179; Alex Tarrabok, “What Is Mechanism Design?,” 
Reason.com, at https:// reason.com/ archives/ 2007/ 10/ 16/ what- is- 
mechanism- design). For one example of a paper devoted to establishing 
Hayek’s influence on the neoclassical orthodoxy, see Skarbek 2009.

 4. Regarding the former, see Boettke 2002. Regarding the latter, see 
Lavoie 1986.

 5. Boettke and O’Donnell 2013.
 6. Here and there one encounters the claim that game theory should be viewed 

as an outgrowth of a broader Austrian tradition, yet such claims are advanced 
halfheartedly and without reference to Hayek’s work. See Foss 2000; 
Kiesling 2015.

 7. Boettke and Coyne 2015. The roster of invitees to the George Mason conference 
included Israel Kirzner, Edmund Phelps, Vernon Smith, and Maskin— which 
gives some indication of the insights that can be expected from this project.

 8. Mount and Reiter 1974, p. 163.

 

http://www.wsj.com/articles/SB119249811353060179
http://www.wsj.com/articles/SB119249811353060179
https://reason.com/archives/2007/10/16/what-is-mechanism-design
https://reason.com/archives/2007/10/16/what-is-mechanism-design
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 9. Wilson 1996, p. 296.
 10. McAfee and McMillan 1987, pp. 721– 722.
 11. Smith 1991, p. 811.
 12. Smith 2010, p. 5n7.
 13. Smith 2015, p. 242.
 14. Smith 2006, p. xii.
 15. As we have seen, they failed to convince many Austrians of the same, at least 

when it came to the activities of the Walrasian and Bayes- Nash Schools. Their 
reactions to the design activities of the Experimentalists have been more 
muted, possibly because of formal affiliation with the neoliberal project: both 
Vernon Smith and Charles Plott are members of the Mont Pèlerin Society.

 16. Panning out, one might well include the MPS here; certainly it functioned to 
keep Hayek’s concerns at the forefront of the Experimentalists’ minds.

 17. Matthew Jackson, “Background on the NSF/ CEME Decentralization 
Conference Series,” at http:// web.stanford.edu/ ~jacksonm/ history.htm.

 18. See www.lsa.umich.edu/ cscs/ events/ annualevents/ decentralizationcon-
ference/ pastconferences. A  full roster of participants in that first meeting 
gives a sense of how closely the effort was to the design literature: Masahiko 
Aoki, Masanao Aoki, Jerry Green, Theodore Groves, Terry Hogan, Leonid 
Hurwicz, Mordecai Kurz, John Ledyard, Jacob Marschak, Stanley Reiter, 
Roman Weil; attendees from University of California, Berkeley (where it 
was held), included Roy Radner, John Harsanyi, Thomas Marschak, David 
Gale, and C.  B. McGuire. All our information about participation at the 
Decentralization Conference Series is taken from conference programs 
posted to the above website.

 19. This may have been due in part to his close proximity to John Harsanyi, who 
was then employed in the School of Management at UC Berkeley.

 20. For example, one session at the 1986 meetings was devoted to “Connections 
between the economic theory of decentralized resource allocation and the 
theory of parallel/ distributed computing,” and at the 1993 meetings a joint 
session was held with the Conference on Coordination and Complexity at 
UC Berkeley.

 21. “My impression is that the word decentralization [in the title of the con-
ference] reflects the fact that the starting point in many of the problems 
addressed by the series is that the necessary information starts in a decen-
tralized state… . I think that perhaps these systems were viewed as alterna-
tives to centralized or planned economies when the conference series was 
first funded, during the cold war” (Matthew Jackson, “Background on the 
NSF/ CEME Decentralization Conference Series,” at http:// web.stanford.
edu/ ~jacksonm/ history.htm).

 22. McCabe et al. 1991.

http://web.stanford.edu/~jacksonm/history.htm
http://www.lsa.umich.edu/cscs/events/annualevents/decentralizationconference/pastconferences
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 23. Maskin 1992. On this interpretation of Maskin’s result, see, e.g., Goeree and 
Offerman 2003.

Chapter 15

 1. McMillan 2004, pp. 73– 74. See also McMillan 2003, from which the phrase 
“free lunch redistribution” is taken.

 2. Michel Callon 2007 has looked to the FCC auctions for support of his “per-
formativity thesis,” discussed in  chapter  10. The performativity branch of 
science and technology studies is described in MacKenzie et al. 2007. For a 
critique, see Mirowski and Nik- Khah 2007.

 3. Prior to the auctions, the FCC relied on comparative hearings and lotteries to 
assign spectrum licenses.

 4. FCC 1993, paragraph 34; FCC 1994, paragraph 70.
 5. The FCC’s Office of Plans and Policy was handed the task of drafting recom-

mendations for the auction. Accounts from this perspective are provided by 
Kwerel and Rosston 2000; Kwerel 2004.

 6. One plan for the auction of licenses called for a sequence of English auctions 
(Weber 1993a, 1993b), a second called for a sequence of Japanese auctions 
(Nalebuff and Bulow 1993a, 1993b), and a third called for simultaneous sales 
of licenses (McAfee 1993a, 1993b; Milgrom and Wilson 1993a, 1993b). An 
English auction is one for which prices increase, with the bidder placing the 
highest bid winning the item. A  Japanese auction is similar to an English 
auction, but all participants are considered active bidders until they drop 
out. Some proposals insisted on admitting bids for bundles of geographi-
cally linked licenses, whereas others favored restricting bids to individual 
licenses only.

 7. We first discussed this problem, inherent to the Bayes- Nash School, in 
 chapter 12. See also Banks et al. 2003; Goeree and Offerman 2003.

 8. McAfee and McMillan 1996, p. 171; McMillan et al. 1997, p. 429.
 9. Bykowsky and Cull 1994.
 10. It will become apparent below that some game theorists supported package 

bidding.
 11. McAfee 1993a, pp. 12– 14; Milgrom and Wilson 1993a, pp. 8– 13; Milgrom 

and Wilson 1993b, pp. 4– 5.
 12. Plott 1997, p. 606.
 13. Ausubel and Milgrom 2006, pp. 79– 80; emphasis added.
 14. The FCC eventually enlisted the services of John McMillan, who produced a 

report for the FCC that was published in revised form as McMillan 1994. For 
a discussion of the controversial aspects of this report, see (Nik- Khah 2005).

 15. This case is made in much greater detail in Nik- Khah 2005.
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 16. Murray 2002, pp. 274– 275.
 17. The original plan called for allocating licenses in three auctions, to be 

conducted over a two- year period. The FCC was eventually forced to con-
duct eleven auctions over a ten- year period. The process of re- auctioning 
finally concluded in February 2005— a full decade after the auctions 
commenced.

 18. The success of large telecoms in circumventing the FCC’s “designated entity” 
provisions, most notoriously by establishing shell companies (Cramton et al. 
2002; Labaton and Romero 2001), goes some way to explain why certain 
large telecommunications companies would voluntarily extol the FCC’s 
highest- valued- user criterion, so long as it was interpreted as “willingness 
and ability to pay the most”— and they were not required to pay as much as 
they were willing and able (Mirowski and Nik- Khah 2007).

 19. Copps 2004; Meister 1999, pp. 76– 77.
 20. Murray 2002, pp. 289– 291.
 21. Labaton and Romero 2001.
 22. Thelen 1995.
 23. Ledyard et al. 1997.
 24. Helm 1994.
 25. CNN Business Morning 1994.
 26. Milgrom 2004, p. 23.
 27. Thelen 1995.
 28. McMillan, 1995, p. 194).
 29. Klemperer 2004, p. 170.
 30. McMillan 2002, p. 14.
 31. Cramton 2002, p. 3.
 32. Market Design Incorporated (www.market- design.com) “offers consult-

ing services in the design of auction markets.” Spectrum Exchange (www.
spectrum- exchange.com) boasts it is “creating value through the efficient 
exchange of spectrum.” Other companies include Power Auctions LLC— 
“No other organization can match the depth and breadth of our experience 
and success in high- stakes auctions” (www.powerauctions.com/ company), 
Efficient Auctions LLC— “a provider of intellectual property for advanced 
auction applications” (http:// efficientauctions.com/ index.htm), and 
Auctionomics— “a high stakes auction consulting and software firm offering 
simple, innovative and economically sound solutions to complicated prob-
lems” (www.auctionomics.com/ ).

 33. Roth 2002b. Or, as Eli Noam puts it, “The FCC auctions have … benefited 
from the contributions of game theorists grateful for a field of recognition 
after the end of the Cold War” (Noam 1995, p. 2).

 34. Available at the Auctionomics website (www.auctionomics.com/ ). Multiple 
market design companies got into the act: “Power Auctions and its associate, 

http://www.market-design.com
http://www.spectrum-exchange.com
http://www.spectrum-exchange.com
http://www.powerauctions.com/company
http://efficientauctions.com/index.htm
http://www.auctionomics.com/
http://www.auctionomics.com/
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Efficient Auctions LLC, have an active program of developing and obtain-
ing intellectual property rights for new auction technology… . They have 
published international patent applications related to dynamic auctions, and 
have other patents pending. The PowerAuctions software system utilizes 
many aspects of these patented technologies, and other aspects are currently 
under development.” Available at the Power Auctions website (www.power-
auctions.com/ ip).

 35. With what one imagines to be equal parts disapproval and amusement, 
Vernon Smith observed:

The Federal Communication Commission’s Simultaneous Multiple 
Round auction evolved over a sequence of field applications in which 
weaknesses and defects revealed in each application led to “fine tuning,” 
followed by the observation of further problem leading to new “fixes,” 
and so on. Each “fix,” designed to limit a particular strategic exploitation, 
tended also to generate complexity and its attendant higher transactions’ 
cost. This was precisely what had been learned [in 1988] in the laboratory 
in a series of elementary experiments. (Smith 2006, p. xiii).

Chapter 16

 1. See, however, Mirowski 2013.
 2. In the present chapter we do not discuss the circumstances in Europe. 

Future research is needed to determine how market designers influenced the 
response to the crisis there.

 3. Swagel 2009; Sorkin 2009.
 4. “Break the Glass Bank Recapitalization Plan,” April 15, 2008, at  

www.scribd.com/ doc/ 21266810/ Too- Big- To- Fail- Confidential- Break- the- 
Glass- Plan- from- Treasury.

 5. “Secretary Paulson’s intent to use TARP to purchase assets reflected a philo-
sophical concern with having the government buy equity stakes in banks: he 
saw it as fundamentally a bad idea to have the government involved in bank 
ownership” (Swagel 2009, p. 50).

 6. Oliver Armantier and James Vickery of the New  York Fed delivered the 
baseline auction proposal on September 20; during the following week, the 
Treasury and the New  York and Washington Feds reached out to the aca-
demic market designers Lawrence Ausubel, Peter Cramton, Jacob Goeree, 
Charles Holt, Paul Milgrom, Jeremy Bulow, and Jonathan Levin. See 
Armantier et al. 2011; Klemperer 2010.

 7. Ferguson and Johnson 2009, pp. 28– 29. See “Bernanke’s Comments on Asset 
Auction Process,” September 23, 2008, at www.reuters.com/ article/ 2008/ 

 

http://www.powerauctions.com/ip
http://www.powerauctions.com/ip
http://www.scribd.com/doc/21266810/Too-Big-To-Fail-Confidential-Break-the-Glass-Plan-from-Treasury
http://www.scribd.com/doc/21266810/Too-Big-To-Fail-Confidential-Break-the-Glass-Plan-from-Treasury
http://www.reuters.com/article/2008/09/23/financial-bailout-bernanke-auctions-idUSN2338396920080923
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09/ 23/ financial- bailout- bernanke- auctions- idUSN2338396920080923. 
The concern was with “mark to market” accounting rules, under which low 
prices might make banks appear insolvent.

 8. For example: “Treasury is talking with the experts you would expect— promi-
nent academics who have designed auctions… . Treasury is committed to 
get the market price as best it can.” Swagel, quoted on Greg Mankiw’s blog, 
September 25, 2008, at http:// gregmankiw.blogspot.com/ 2008/ 09/ defense- 
of- paulson- plan.html. Whereas the quote is unattributed on this blog entry, 
Swagel has subsequently made clear that he was its author (Swagel 2009, 
p. 47).

 9. For an example of the latter, see Tim Ryan, “Lesson from Saving and 
Loan Rescue,” Financial Times, September 24, 2008, at www.ft.com/
content/8e19c058-8a35-11dd-a76a-0000779fd18c. Tim Ryan was the presi-
dent and CEO of the Securities Industry and Financial Markets Association, 
a lobbying group.

 10. Ausubel and Cramton 2008a. Cramton made clear that he shared 
Bernanke’s concern in an NPR interview with David Kestenbaum: “If the 
price [for a toxic asset] was too low then the banks would collapse and 
we would still have a mess.” See “Complicated Reverse Auction May Aid 
In Bailout,” October 10, 2008, at www.npr.org/ templates/ story/ story.
php?storyId=95591129.

 11. Swagel 2009, p. 56.
 12. The fact they were academic economists was significant. Swagel noted that 

Wall Street economists were also in favor of the TARP, but acknowledged 
that people would be suspicious of their judgments. (Swagel, quoted on 
Mankiw’s blog, September 25, 2008, at http:// gregmankiw.blogspot.com/ 
2008/ 09/ defense- of- paulson- plan.html.

 13. Ausubel and Cramton 2008a, p. 2.
 14. Ausubel and Cramton 2008b; Klemperer 2010; Armantier et al. 2011.
 15. Swagel 2009; Armantier et al. 2011.
 16. Ausubel and Cramton 2008b, p. 10.
 17. And, indeed, the studies that Ausubel and Cramton draw upon to get their 

97% figure (Kagel and Levin 2001, 2009) provided experimental treatments 
of private value auctions.

 18. While the criterion does make sense in the case of private value auctions, 
one can never suffer from the winner’s curse in such cases, again by defini-
tion, and therefore the argument to prefer the clock auction on the grounds of 
information aggregation is nonsense. Since the market designers’ claim that 
one could avert the crisis by increasing information about the value of assets 
implied that the assets must be common valued (or else the link between auc-
tion performance and crisis aversion is severed), the “efficiency” evidence is 
especially misleading.

http://www.reuters.com/article/2008/09/23/financial-bailout-bernanke-auctions-idUSN2338396920080923
http://gregmankiw.blogspot.com/2008/09/defense-of-paulson-plan.html
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http://www.npr.org/templates/story/story.php?storyId=95591129
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 19. Matthew Philips, “Gaming the Financial System,” Newsweek, November 
18, 2008, at www.thedailybeast.com/ newsweek/ 2008/ 11/ 17/ gaming- the- 
financial- system.html.

 20. Lawrence Ausubel and Peter Cramton, “Auction Design for the Rescue Plan,” 
presentation, October 5, 2008, at www.cramton.umd.edu/ papers2005- 
2009/ ausubel- cramton- auction- for- rescue- plan- slides.pdf.

 21. Paulson 2010, pp. 258, 264.
 22. Ibid., p. 334; see also Swagel 2009, p. 50.
 23. Paulson 2010, pp. 323– 326.
 24. Ibid., pp. 363– 368; Swagel 2009, pp. 50– 52.
 25. Paulson 2010, p. 389; Swagel 2009, p. 58.
 26. Ausubel and Cramton 2008c.
 27. Davies and McGoey 2012, p. 77.

Chapter 17

 1. He came in only four spots below Steven Levitt’s Freakonomics blog. See 
http:// w w w.onalyticaindexes.com/ 2013/ 07/ 31/ top- 200- inf luential- 
economics- blogs- aug- 2013/ . Point your browser at: http:// noahpinionblog.
blogspot.com/ . The last time we looked (September 19, 2015), he was still 
defending the intellectual legitimacy of the efficient markets hypothesis. Is 
this the irony David Foster Wallace warned us about?

 2. He is willing to grant the point, but only for macroeconomists: “So if you 
really feel you must get out your rake or pitchfork and storm the gates of the 
economists who fiddled while our economy burned, go ahead. Just make 
sure that the people’s whose heads you are calling for are not in that vast 
silent majority who are working diligently on the small but solvable prob-
lems of ‘microeconomics.’ The People at whom you are angry are called 
‘macroeconomists.’ ” See http:// theweek.com/ article/ index/ 255013/ why-   
economists- get- a- bad- rap.

 3. See http:// qz.com/ 208402/ economics- can- do- many- things- but- it- cannot- 
help- the- economy/ .

 4. One might protest that his willingness to throw macroeconomics under the 
bus is pretty distinctive, but we believe that a willingness to grant such argu-
ments against macro, while maintaining all is well with micro, has been actu-
ally pretty common since the crisis. Hence, yet another reason why we opted 
to focus on market design.

 5. Deringer 2015, pp. 655– 656.
 6. Poets like Auden would cast the aspersions right back at the economists.
 7. Revealingly, the lone example cited by Deringer as evidence of this supposed 

borrowing (Hong et al. 2007) merely name- checks Thomas Kuhn, only to 
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fall back on a standard- grade model of the Bayes- Nash variety. We discussed 
the Bayes- Nash theoretical tradition in  chapter 12.

 8. That is, in the first instance following the transition from mechanism design 
to market design.

 9. Smith 2010, p. 5n7.
 10. This raises the question as to whether the Austrians accept the orthodoxy’s 

design turn. From time to time, one will encounter some grumbling, usually 
from among the ranks of the self- identified Austrians and fellow travelers. 
Doesn’t engineering markets amount to “social engineering?” The reaction 
is not shared by all Austrians; among individual Austrians, reactions to 
market design vary over time and circumstance. But at least one problem 
bedevils any attempt to critique market design from an Austrian stand-
point. Notwithstanding all the fuss about “spontaneous order,” Austrians 
acknowledge that The Market is a constructed entity, requiring a framework 
within which to flourish. If Austrians persisted in philosophical reflection, 
they might come to a fuller appreciation of the significance of their revulsion 
toward market design.

 11. McMillan 2002, p. 6.
 12. Noah Smith, “Economists used to be the priests of free markets— now they’re 

just a bunch of engineers.” Quartz. At http:// qz.com/ 208402/ economics- 
can- do- many- things- but- it- cannot- help- the- economy/ .

 13. Tkacik 2010.
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